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Online-Radicalisation:
 Myth or Reality?

Linda Schlegel 

 › The Internet is often an important factor, but not the 
only element which contributes to radicalisation. 

 › Online radicalisation is both part of the strategy 
employed by potentially violent extremists and also a 
by-product of the proliferation of social media among 
the adherents of these groups. Not always is official 
propaganda the main driver, but rather, discussions 
started among users often become accelerators of 
the processes of radicalisation.

 › The new focus on the radicalisation of children on  
the Internet is a cause for concern and demands a 
comprehensive approach to combatting it. 

 › Both the supply and the demand for online propa-
ganda must be curbed. This can only succeed if we 
view the phenomenon not solely through a security 
lens. 

Facts &  
Findings
Counter-terrorism and 
Internal Security

No. 314 / September 2018



 2Konrad-Adenauer-Stiftung e. V.
Facts & Findings

No. 314
September 2018

The proliferation of extremist, jihadist and violence-inciting websites, blogs and channels 
in social media has long since become a major theme in security policy. Extremists and 
terrorists use the new technological tools to communicate with each other, to organise 
themselves and to publicise their ideas. Whereas terrorists in the previous millennium 
were still dependent on journalists to report their acts and to draw attention to their 
group and their ideology, potentially violent groups today are in a position to publish 
their story and their intentions unfiltered on the web, and to communicate with each 
other swiftly and effectively across national borders. Ever since the case of Australian 
teenager Jake Bilardi1, who travelled to the territories of the so-called Islamic State (IS) 
and in 2015, at the age of 19, committed a suicide attack in Ramadi (Iraq), however, it is 
not just online communication by extremists that is in focus, but also the phenomenon 
of online radicalisation. According to the current state of information, Bilardi converted 
to Islam without any direct influences from his immediate environment, radicalised him-
self exclusively via online media, and travelled to Syria with the help of online contacts. 
His case, and many other cases of Western recruits, raised the question of whether a 
process of radicalisation can take place exclusively online or if online propaganda is only 
one facilitating factor that promotes and perhaps accelerates radicalization, but is in it-
self not sufficient to explain the whole process. Unfortunately, there are still not enough 
systematic, empirical studies on this subject area and our knowledge is generally limited 
to known perpetrator profiles. Nevertheless, some general statements can be made 
regarding online radicalisation.

Are there cases of radicalisation that occur only online?

To be clear: cases of radicalisation which can be proven to have been induced exclusively  
by the consumption of online propaganda are few and far between. Jake Bilardi is an excep-
tion, when one considers the majority of known cases. Nevertheless, this does not prove 
that there are no cases of pure online radicalisation. Only very few of those who become 
radicalised go on to plan and commit an attack. Thus, our data is based on the exceptional 
exceptions, namely those whose radicalisation leads to violence and is discovered by the 
authorities. It is therefore completely conceivable that online radicalisation is much more 
effective than has been assumed to date. The step from cognitive radicalisation, that is, from 
an altered view of the world without apparent use of violence, to violence and the intent to 
commit an attack can but need not take place. How many cognitively radicalised adherents 
of “virtual jihad”2 there are in the “virtual caliphate”3 cannot be determined with certainty.

But even if we assume that there are no examples of pure online radicalisation, the Inter-
net and social media still play an increasingly important role. They and can both open 
doors into an ideology and intensify physical radicalisation contacts. For one thing, this is 
because technological progress is increasingly shaping the world that we all live in. We all 
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constantly use smart phones, computers and social media. It is therefore not surprising 
that the spaces of radicalisation have moved from the back rooms of bookstores, onward to 
secretly exchanged DVDs and then to websites and messaging services such as Twitter and 
WhatsApp. A digitalised world produces digitalised terrorists. For another, the few empirical 
studies that exist on the topic show that the Internet offers more opportunities to come into 
contact with extremist content and, decisively, to communicate with others about this con-
tent4. Radicalisation is a social process and the Internet favours communication and inter-
action beyond physical boundaries.

Two factors which facilitate online radicalisation should be highlighted in particular. Firstly, 
it must be noted that the younger generation, the so-called digital natives5, accept online 
media much more naturally as a part of their lives and their social relationships than older 
generations do. This means that the importance of face-to-face communication is declining 
and online contacts are encountered with great trust. This is especially the case if the online 
contacts mirror the particular linguistic features of the digital natives and attract them with 
content specific to the target group. Under certain circumstances, online communication can 
completely replace offline communication and thus facilitate online radicalisation; especially 
when a direct personal contact is established via a message service.

Secondly, the so-called filter bubble or echo chamber6 should be mentioned. Social media 
accounts show their users only things which their friends share, content of pages that they 
have “liked” or have subscribed to and offer the possibility of blocking many items which the 
users do not like. This creates an echo chamber, in which political views and ideologies are 
reflected from all sides like the echo in a cave. It gives the impression that everyone has the 
same opinion. Filter bubbles affect all users, but they can promote radicalisation, if the filter 
bubble contains extremist attitudes and certain perspectives are repeatedly communicated 
as the truth and the point of view of the community. Digital natives in particular, can take 
on radical points of view as a result of the suggested consensus of their network, because 
in their experience social contacts often occur mainly online. Next, the question arises as to 
what extent these developments have been anticipated and driven by extremists.

Top-down or Bottom-up?

In discussions about online radicalisation, the question repeatedly arises as to whether it is 
part of a deliberate strategy controlled by the leaders of terrorist organisations or whether 
social media is used more intensely for the exchange of ideas in general and jihadist ideas 
are discussed there more or less by coincidence. The question of whether radicalisation 
occurs top-down or bottom-up was a controversy discussed by academics and experts in the 
field even before the focus turned to online media. The Hoffman-Sageman debate in the US is 
symptomatic of this. Hoffman7 believes that organisations can gain new adherents by using 
targeted propaganda and specially trained recruiters. In contrast, Sageman8 assumes that 
radicalisation can be a by-product of other group dynamics and that it takes place especially 
where small groups of friends mutually ideologise each other.

In the realm of online propaganda we find a hybrid between the two opposing positions9. 
On the one hand, there are official websites and social media channels. One study found 
that it is very likely IS used so-called bots on Telegram in order to post content simultane-
ously on thousands of channels. Additionally, the channels are moderated or monitored to 
some extent and inactive or “suspicious” users are excluded, which leads to the conclusion 
that official agencies of the organisation are at work here.10 IS also produces professional 
videos and magazines in various languages, in order to address a broad target group. It is 
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thus very likely that “professional’ recruiters also exist within the group, whose task is to 
actively promote radicalisation and to develop personal contacts with users. But even on 
official propaganda channels, the organisations attach importance to the possibility of direct 
exchanges. Dabiq, the English-language online magazine of the so-called Islamic State, con-
tains email addresses and the claim that “The Dabiq team would like to hear back from its 
readers“11. Even official online propaganda is thus not just top-down, but rather opens doors 
to direct, personal communication. This must be understood as a deliberate strategy. Social 
media makes it very easy communicate with other users anonymously and in a fast manner, 
so that it is less dangerous and less difficult than it used to be to establish direct contact with 
extremists.

However, “normal users” also facilitate the role of social media in processes of radicalisation. 
Official propaganda is shared and commented upon. Often new propaganda is produced 
or disseminated among non-propaganda content via the comment function. The ability 
to actively shape ideology on the web should certainly be evaluated as a most alarming 
possibility. The Internet enables all sympathisers to take part in the ideological direction of 
the organisation and the categorisation of external events to an unprecedented degree. A 
person who can actively help to shape content has a greater psychological investment in the 
ideology than a passive consumer does. Radicalisation can be the result of and is intensified 
by the social processes and opportunities for exchanges on the web. Sageman’s group of 
friends can also exist virtually.

New Challenges

A new challenge for security agencies and civil society organizations involved in prevention 
and de-radicalisation is the spread of instant messenger services such as Twitter, Telegram 
und WhatsApp12. Here it becomes especially clear how social media can blur the boundaries 
between the pure consumption of online propaganda and active recruitment. For example, 
the Würzburg assassin had contact with IS members via WhatsApp just before the attack 
and received fairly detailed instructions.13 Services such as WhatsApp facilitate direct com-
munication over great distances with no time delays and thus encourage attack tactics using 
so-called “remote-controlled” perpetrators.14 On the one hand, they are individual perpetra-
tors and fall into the category of lone wolves, because they do not benefit from any practical 
help for their attacks and they often do not belong to any terrorist organisation. On the 
other hand, they receive instructions from the outside and are thus no longer to be catego-
rised as individual perpetrators. In this context, Weimann speaks of “lone wolves and their 
virtual packs”15, an unprecedented type of perpetrator. With this new phenomenon, terror-
ism research not only reaches its limits with regard to the verbal differentiation of perpetra-
tor profiles, but also does not yet have any effective countermeasure to combat such direct 
but virtual radicalisation and recruitment efforts.

A second challenge is the increasingly intensifying gamification of propaganda material.16 
Gamification describes the introduction of traditional gaming elements such as competition, 
status, level and prizes in a non-gaming context. On the one hand, mention should be made 
of incentives that keep the users longer on extremist websites, such as prizes for certain 
amounts of comments and privileges via rising to a new “level”. On the other hand, there 
are now also classic games which have been developed for propaganda purposes, such as 
an Islamist variant of the well-known game Grand Theft Auto.17 This is part of the strategy 
of Islamist protagonists which is described as the so-called Pop-Jihad18 also known as Jihadi 
Cool19, which presents itself as a youth subculture and uses elements of pop culture such 
as games, rap and films for its purposes. In many cases, jihadist websites are designed in 

Instant messenger 
services such as 

WhatsApp present 
a special mixture of 

face-to-face and onli-
ne-radicalization.

Sometimes jihad 
is presented as a 

youth subculture and 
thereby appeals to a 

broader audience.



 5Konrad-Adenauer-Stiftung e. V.
Facts & Findings

No. 314
September 2018

a much more professional, interesting and well-constructed manner than those of other 
organisations and are thus experienced as appealing and cool.20 Gamification increases the 
psychological appeal of extremist ideas and can offer an easy and insidious introduction to 
the scene. Here as well, there is no effective countermeasure as yet, beyond the deletion of 
video material, discussion forums and games.

This also means a greater risk to children and adolescents. It is not only that they are gen-
erally more likely to be users of online games, but also that Islamist organisations employ a 
special strategy so as to introduce even the smallest children to the ideology. The content 
used is adapted to various age and target groups and reflects the everyday reality of life for 
the children. For example, the IS App, Moalem Al-Hijaá (Spelling Teacher), is designed like a 
classic word-finding game, but instead of the usual words like car and ball, the correct spell-
ing of military weapons is shown.21 Older children and adolescents on the other hand, are 
appealed to with their own IS stickers and GIFs (Graphics Interchange Format, short video 
sequences). This is a new and dangerous development, because social media can expose 
children to propaganda content in a familiar and seemingly safe environment. In this case, 
collaboration is essential between youth protection services, political decision-makers and 
social media companies.

Outlook and Recommendations 

Even if we currently still lack extensive empirical evidence and exact figures regarding online 
radicalisation, the importance online media in many newer perpetrator profiles is indisput-
able, whether as Foreign Fighters or as Homegrown Terrorists. The fact that terrorist associ-
ations like IS invest so much time and money in complex online propaganda means that it 
must have a major strategic benefit for the organisations and that they can use it to achieve 
their objectives. That in itself should be reason enough to study this material more closely, 
and to look for preventive measures to counter online radicalisation.

Since its physical weakening and its loss of territory, IS has greatly reduced its production of 
propaganda. However, this applies only to the official channels; the ideology and readiness 
to use violence lives on in its sympathisers. Even if IS itself might not recover, other organisa-
tions will take its place, calling online for violence and terrorism and contributing to the rad-
icalisation of young people. Physical attacks against militias can decimate the official chan-
nels for a while, but will not permanently solve the problem. A complete censorship would 
be difficult as well. The Internet is fast-moving, screenshots are created within seconds and 
users repeatedly find new ways to access propaganda content. A problem that is fomented 
both top-down and bottom-up cannot be combatted only top-down. Where appropriate, this 
means a reallocation of resources, because “official” terrorist organisations are addressed 
differently than individual users. 

Online propaganda will not disappear completely nor will online radicalisation be prevented 
completely. Both of these will continue to concern us for years to come. It is therefore of 
utmost importance to do more research into this phenomenon and to find an interdiscipli-
nary approach to explain it; especially at the interface of sociology, psychology and commu-
nication sciences. Only then can a workable solution be found. At present, we still under-
stand too little about how radicalisation mechanisms operate in the virtual world and we 
are fighting symptoms instead of causes. Furthermore, it is important to offer the groups at 
risk alternative narratives especially and as well, rather than just so-called counter-narratives. 
The essential is not just a response, but the offering of positive enticements both online and 
offline. An interdisciplinary approach is needed to create this narrative, and thus exchanges 
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between scientists from different disciplines, practising experts in the field of prevention and 
de-radicalisation, security agencies and politics should be encouraged must more intensely 
than heretofore.

Particular attention should be paid to the alarming development with regard to the radi-
calisation of children. It is necessary to find an approach that draws upon concepts of social 
protection for the young and is not solely based on security considerations. The appeal of 
Jihadi Cool to children and young people can be immense and must be countered as early as 
possible. Whereas the CONTEST strategy against terrorism in Great Britain gives schools and 
universities special significance in the identification of possible cases of radicalisation, there 
are few comparable approaches in Germany. In this regard, it would make sense to evaluate 
the strategies of other European countries so as, if possible, to design a German strategy to 
counter the radicalisation of children and young people.

As Professor Peter Neumann advised the American government back in 201222: to decrease 
cases of online radicalisation, both the supply of and the demand for such content must be 
reduced. There must be discussion of how to make extremist content less accessible, of the 
role played by organisations like facebook, and of legal measures to regulate the Internet. 
However, we must also question why more and more young people deliberately search for 
such content and how we can prevent helpful means of communication such as WhatsApp 
from being turned into recruiting tools. This means that a holistic perspective which goes 
beyond the security aspect would be advisable in order to develop effective approaches to 
solutions together with stakeholders of civil society.
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