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At a Glance

 › Although data-driven political campaigning is not a new phenomenon, the tools 
used, the amount of data accessible, and the potential capacity to influence voters 
represent a new and challenging scenario for the rule of law. 

 › With the arrival of participatory and social web, Internet users can now generate 
data in a complex network and without any obligation to the pursuit of objectivity 
or journalistic standards as pillars for content creation. 

 › People in different countries are increasingly getting informed and learning about 
political candidates and other political issues through social networks. 

 › In recent years political parties and campaigners around the world have invested 
heavily in online advertising, demonstrating all the potential to reach more people 
in an efficient, targeted, and accessible way. 

 › Firms like Cambridge Analytica gather massive amounts of individual data, pro-
cess these data to identify and forecast even more intimate individual details, and 
use these profiles and forecasts to personalize political messaging, such as social 
media advertising, to guide tactical campaign decisions. 

 › If voters do not understand how their data are being used to influence them, they 
will not be able to exercise their legal rights in relation to that information and the 
strategies being applied. 

 › Current practices of unauthorized personal data processing are boosting misin-
formation and ‘digital astroturfing strategies’, capable of influencing citizens with 
even greater precision. 

 › The possibility of bridging electoral regulation and the legal frameworks for cam-
paign activities involving personal data depends on many factors. 

 › This lack of uniformity or misinterpretation of thee GDPR’s guidance in the context 
of elections may lead to differences in the level of personal data protection within 
Member States and potentially influence other regions negatively. 

 › The effectiveness of data protection regulation depends on the capacity and insti-
tutional articulation of the different stakeholders involved. 

 › Data protection regulations are fully applicable to political campaigns and have 
the ability to assist in reducing the instrumental use of personal data, while also 
avoiding the impact of misinformation and computational propaganda used for 
the purpose of political manipulation.  
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At a Glance

 › A data protection approach can sum up strategically with other efforts, helping to 
reduce misinformation in electoral campaigns by sanctioning the illegal process-
ing of personalized data, serving as an effective and useful legal instrument in the 
present context. 

 › On the one hand, it is the role of public institutions through its resolutions and 
sanctions, to reinforce compliance and the effectiveness of the GDPR guidelines. 
On the other hand, it is the duty of political parties and campaigners to comply 
with legal requirements, having full responsibility, transparency, and good faith in 
the processing of voters’ personal data. 

 › Unauthorized processing of personal data, along with misinformation techniques 
and unfair use of bots, profiles, deep fakes, and others, undermines voters’ confi-
dence and the integrity of political processes and should be viewed by institutions 
as threats to democracy. 
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Abstract

The continuous interaction between intelligent devices, online platforms, sensors, 
and people points to the increasing volume of data being produced, stored, and 
processed, increasingly changing our daily lives is various aspects. The context of 
hyperconnectivity can bring economic benefits to the State and companies, as well 
as convenience to consumers. On the other hand, this new reality brings significant 
challenges in the spheres of democratic processes, especially in the context of polit-
ical campaigning. The potential harm that can be caused by political manipulation 
strategies through the unauthorized use of data is exponential when we consider 
how new technologies are being used altogether. For a social order whose cohesion 
is based on the rule of law, sovereignty, and consent of its citizens, this represents 
an unprecedented challenge, and the way democracies will approach this challenge 
represents a key factor for political systems. Recent years’ experiences indicate how 
digital technology can undermine and destabilize democracy. Misinformation, algo-
rithmic manipulation, behavioral micro-targeting, and social bots are some of the 
techniques currently used, and these are based most of the times on unauthorized 
processing of personal data. More importantly, these elements can be used differ-
ently in each region, built upon cultural, technological, and personal habits. Consid-
ering this context, it is extremely important that privacy and data protection regula-
tions are made effective and strengthened. In the European Union, the General Data 
Protection Regulation (GDPR) brings a robust legal framework, which has inspired 
many other countries’ regulations in this matter. In spite of that, there are some 
differences between data protection regulations that must be highlighted, with the 
purpose of identifying how they can be reinforced and correctly interpreted for the 
context of political campaigning. This research paper intends to compare the GDPR 
with the Brazilian General Law on Data Protection (LGPD), investigating how both 
regulations are applicable in the context of personal data usage in political cam-
paigns. The justification for bringing the Brazilian scenario into this analysis is two-
fold: (i) the GDPR was the main pillar for the LGPD’s drafting, although the latter has 
some differences in regard to compliance that should be considered; and (ii) Brazil-
ian politics is experiencing some major episodes of misinformation and digital astro-
turfing strategies for political manipulation that are relevant to be addressed and 
further understood. Finally, this paper will also offer a critical analysis of the effec-
tiveness of both regulations and suggest possible solutions.
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Introduction

Political parties and campaigners have used different communication practices and 
technologies over time. Now with the rapid development of new digital technologies 
and communication tools, political campaigning has become increasingly sophisti-
cated. Although data-driven political campaigning is not a new phenomenon, the tools 
used, the amount of data accessible, and the potential capacity to influence voters 
represent a new and challenging scenario for the rule of law.1 

The possibility of gathering huge databases of citizens, containing thousands of pieces 
of information that provide the full picture of who they are, where they live, what they 
do, and what is happening around them, can bring several benefits to parties and polit-
ical campaigners. Millions of e-mail addresses, phone numbers, and other personal 
data, such as the ones gathered through donations, at rallies, and through merchan-
dise, allow political campaigners to obtain very sensitive information about specific 
target groups and voters. In recent years, political parties and campaigners around 
the world have invested heavily in online advertising, demonstrating all the potential 
to reach more people in an efficient, targeted, and accessible way, sometimes for a 
fraction of the cost of more traditional methods.2 

Advertising and political manipulation strategies are not new, but there is no prec-
edent for targeting people in such intimate detail and on the scale of entire popula-
tions.3 It represents both a gain of scale and effectiveness. It should be handled care-
fully and always on a legal basis, with transparency, fairness, and accountability. A 
potential infringement of the personal data protection right in democratic processes, 
such as election campaigns, can considerably affect other fundamental rights. It poses 
a real threat to citizens’ ability to make their own independent decisions or even their 
right of opinion, undermining the fundamental value of dignity, which underpins 
all human rights. The public is entitled to expect political advertising to be done in 
accordance with the law. Furthermore, all political parties and campaigners need to 
comply with the same data protection and electoral rules, regardless of the method 
or new technological developments.4

Unauthorized personal data processing, along with misinformation and digital astro-
turfing techniques, undermines voters’ trust and the integrity of political processes, 
and shall be considered as threats to democracy.5 Citizens can only make genuinely 
informed choices about whom to vote for if they are certain that their decisions have 
not been unfairly influenced. That is why trust and confidence in the integrity of dem-
ocratic processes should not be weakened.6 7

Taking into consideration the importance of personal data processing in this context, 
part of the potential abuses and risks arising from its misuse may be mitigated by the 
application of robust legal frameworks, such as the European and the Brazilian gen-
eral data protection regulations (respectively the “GDPR” and the “LGPD”). Both regu-
lations are applicable to political campaigning and can reduce the instrumental use of 
personal data for unfair political manipulation. Harmonizing general privacy and data 
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protection regulations with electoral laws has the power to ensure effective mecha-
nisms to guarantee rights and duties related to personal and sensitive data, helping to 
foster a healthy, legal and ethical environment in election periods.8 

However, the connection between electoral regulation and the legal frameworks 
for campaign activities involving personal data is still under development. As much 
as there are strong foundations on both sides, general data protection regulations, 
such as the GDPR and the LGPD, did not yet accumulate significant application and 
jurisprudence in order to guarantee a perfectly clear guideline for compliance and 
accountability. It is still being debated how exactly these regulations should be appli-
cable in practice for a range of activities. Extending this protection to campaigns is 
still a goal to be pursued, and is being substantially debated by specialists in the field, 
courts, and data protection entities.9

The effectiveness of data protection regulation depends on the capacity and institu-
tional articulation of the different stakeholders. Activities concerning personal data 
usage in political campaigns will demand a close look not only by public entities, such 
as judicial courts and data protection authorities, who will have to harmonize inter-
pretation and set up adequate guidance, but also by the private sector in helping to 
prevent manipulation and misinformation practices.10 

Considering cultural and normative idiosyncrasies, through the analysis of both the 
European and the Brazilian data protection regulations and their potential effects 
on political campaigning, it is evident that there is a need for parties, campaigners, 
courts, data protection authorities, and private companies to commit to the privacy of 
users, reacting to the side effects and threats posed by technology to democratic insti-
tutions and their citizens’ rights, in both contexts.
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The Federal Trade Commission (FTC) in the USA, America’s consumer protection 
agency, has agreed to impose a record fine on Facebook – $5 billion, the largest privacy 
fine in the FTC’s history. The settlement stems from the investigation into the com-
pany’s privacy practices related to the Cambridge Analytica (CA) scandal. The CA case 
exposed how personal data was misused to micro-target and potentially manipulate 
swing voters in the US‘ election in 2016.11 

Cambridge Analytica stated that it had up to 5,000 data points related to each US‘ 
voter, collected through individuals’ profiles, websites, Twitter messages, Facebook 
profiles, and Instagram pictures. By applying ‘psychographic analytics’ to its dataset, 
it claimed to be able to attest the kind of person each voter was, including a rela-
tively accurate assessment of individual needs and fears, and how they were likely to 
behave.12 

Psychometrics (or psychographic analytics) focuses on measuring psychological traits, 
intending to assess human beings based on five personality features: openness, con-
sciousness, extroversion, agreeableness, and neuroticism. Based on these five traits 
it is possible to assess important and sensitive information about an individual, that 
may be used for different purposes. Before the Internet and the spread of social net-
works, one of the main challenges for effective psychometrics was exactly the dif-
ficulty in gathering all the necessary data, which depended on comprehensive and 
highly personal questionnaires. This challenge was overcome due to online platforms 
and user engagement on social networks.13 Nowadays, psychometrics is largely used 
for different purposes, including electoral campaigning.

Although there are some disagreements on the effectiveness of psychometrics’ prac-
tices, recent research in the field of computational propaganda and sociology state 
that individuals’ mental profiles can be precisely anticipated from the trails they leave 
while on the web. Studies on the impact of micro-targeting in advertising suggest that 
psychological micro-targeting can be used covertly to attract up to 40% more clicks 
and up to 50% more purchases. Findings also state that marketers can attract up to 
63 percent more clicks and up to 1,400 more conversions in advertising campaigns on 
Facebook when matching products and marketing messages to consumers’ personal-
ity characteristics.14 

This type of evaluation derived from digital interactions reinforces the importance of 
understanding the degree to which the use of big data and psychometrics can influ-
ence the activities of large groups of individuals.15 This might not be the only reason 
for the specific 2016 US election outcome, but there are indications that it was a use-
ful contribution16, and not only in the US. More recently, Facebook has agreed to pay 
£500,000 for failing to keep UK users’ personal information from organizations like 
Cambridge Analytica (CA). The Information Commissioner’s Office (ICO) said Facebook 
had let a “genuine break” of the law occur, and did not take sufficient steps to prevent 
apps from collecting data in contravention of data protection law.17 18 
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According to the ICO: 19 

Our investigation found that between 2007 and 2014, Facebook processed the personal 
information of users unfairly by allowing application developers access to their informa-
tion, without sufficiently clear and informed consent, and allowing access even if users 
had not downloaded the app, but were simply ‘friends’ of people who had. Facebook 
also failed to keep the personal information secure because it failed to make suitable 
checks on apps and developers using its platform.

Besides the notoriety of the CA scandal and outputs in the US and UK, analyzing the 
internet-based big data economy and political usages, the conclusion is that this phe-
nomenon is not just about one company or restricted to exceptional episodes in spe-
cific regions. Recent studies have shown evidence that this is happening worldwide, 
where non-authorized personal data is massively processed by companies, parties, 
and campaigners seeking behavioral manipulation, with the capacity for unfairly influ-
encing election results using individualized, high-impact messages. Furthermore, this 
practice is becoming even more effective and more manipulative by the use of misin-
formation and digital astroturfing techniques.

According to the European Data Protection Board: 20

Political parties, political coalitions, and candidates increasingly rely on personal data 
and sophisticated profiling techniques to monitor and target voters and opinion lead-
ers. In practice, individuals receive highly personalized messages and information, espe-
cially on social media platforms, on the basis of personal interests, lifestyle habits, and 
values. Predictive tools are used to classify or profile people’s personality traits, charac-
teristics, mood, and other points of leverage to a large extent, allowing assumptions to 
be made about deep personality traits, including political views and other special cat-
egories of data. The extension of such data processing techniques to political purposes 
poses serious risks, not only to the rights to privacy and to data protection, but also to 
trust in the integrity of the democratic process.21

Despite increased efforts by web platforms22 to counter these effects23, according to 
Oxford’s new report, the use of these techniques by governments around the world 
is growing and the strategies are no longer limited to large countries. Smaller States 
can easily set up Internet operations as well, using not only personal information, but 
combining this with the potential of bots24, targeted misinformation, fake profiles, and 
hired “trolls.” 

Researchers at the Oxford Internet Institute built a case-based analysis of computa-
tional propaganda25 in order to better understand its global reach. It was found that 
in the last two years, the number of countries with political disinformation campaigns 
more than doubled to 70, with evidence of at least one political party or governmental 
entity in each of those countries engaged in manipulation of social media. The World 
Economic Forum recently listed the spread of misinformation online as among the 
top 10 perils to society. Research has found that social media favors sensationalist 
content, regardless of whether the content has been fact-checked or is from a reliable 
source.26
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Oxford researchers said governments are increasingly opting for social media to cur-
tail human rights, undermine political opponents, and suppress dissent, including in 
countries like Azerbaijan, Zimbabwe, and Bahrain. The report also states that in Tajik-
istan, university students were recruited to set up fake accounts and share pro-gov-
ernment views.27 28 29 30 Through mixing real news with misinformation and uncon-
strained Internet content, target voters find messages on many pages reinforcing 
their perspectives without knowing that they are some of the only people in the world 
that are getting such messages, nor are they aware that they are targets of political 
campaigning.31 32 33

Researchers concluded that most of the government-linked disinformation efforts 
were domestically focused; but at least seven countries are trying to influence views 
outside their borders: China, India, Iran, Pakistan, Russia, Saudi Arabia, and Vene-
zuela. Political advertisements were aimed at creating images, videos, or other con-
tent pieces designed to take advantage of the algorithms of social networks and their 
amplifying power – leveraging the viral potential on each platform.34 35 

Internet platforms are often lacking sufficient transparency in their informational and 
algorithmic clipping, giving consumers a false idea that information has a neutral and 
free flow. But in some cases users are interacting in filter bubbles looking at a digital 
reality provided by algorithmic filtering tailored specifically to them, considering their 
needs, wishes, fears, and weaknesses based on their personal data. Algorithm filter-
ing in online environments allows a degree of customization and targeting on a much 
larger scale, which tends to accelerate with the increase of the Internet of Things sce-
nario, given that with more and more intelligent devices connected around us, we will 
have even more personal data being collected, stored, processed, and transferred.36 37

The echo-chamber/filter-bubble effect 

The so called echo chamber/filter bubble38 effect is related to a defined set of data 
produced by all the algorithmic mechanisms used to make an invisible edition aimed 
at the customization of online navigation.39 It is content customization made by Inter-
net platforms/applications to enhance both users’ experience and ads revenue for its 
companies.40

Filtering has emerged as a necessity and is often considered welcome, generating a 
great deal of comfort for the user, who quickly and efficiently finds, in most cases, the 
information or any other content that he wants to access. This is Netflix’s business 
model, for instance, which allows the user to have at his disposal a collection of mov-
ies based solely on his profile through the suggestion of personalized titles and filters, 
in order to improve his experience. The same convenience and experience enhance-
ment argument is applicable for Google’s search engine, Facebook’s timeline, Insta-
gram, LinkedIn, Amazon, and many other platforms and applications where the busi-
ness model is based on ads, micro targeting, and the profiling of users.41

Beyond convenience and user experience, the problem lies in the form and in the 
excess of filtering, both by the companies and by the individuals themselves, who, 
unconsciously, restrict themselves and move away from contradictory perspectives, 
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impoverishing the value of the debate in the virtual public sphere42. Consequently, fil-
ter bubbles can limit users to an algorithmic prediction that only provides specific tar-
geted content based on personal data processing.43 This creates a problem in access-
ing the information that should be seen to enrich the democratic debate.44 From 
another perspective, the internet user, when navigating the most well-known sites, 
is today the target of a torrent of targeted advertising that signifies the commercial 
interest behind this filtering and personalization mechanism.45 

Shaping digital platforms into tailored reality spaces, can generate echo chambers and 
filter bubbles, isolating people from what they eventually need to see. This effect can 
be perceived as damaging to the debate and the formation of consensus in the con-
nected public sphere, since it can restrict access to information, as well as the auton-
omy of individuals, potentially increasing polarization and radicalization of discours-
es.46 47 48

There are though divergences concerning the real effect that filter bubbles and echo 
chambers49 represent today on social platforms and also in the political context. Inac-
curate generalization must be avoided in order to permit a more complex analysis.50 
As Simon Hegelich states, users aren’t in fact in a ‘bubble’: 51 “They are actually commu-
nicating different topics in various networks and deciding at any time when to discuss 
ideas that go beyond their own ideological confines. Nevertheless, as Hegelich put it, 
“while every user in principle has the option to look up the original source of the infor-
mation and consume unbiased information, this again requires a switch to rational 
logic. The architecture of social networks does not prevent this from happening, but 
Facebook, Twitter, etc. are designed for private exchanges between friends where, as 
a matter of principle, homophily is welcomed (...).”52

So despite the fact that there are still some divergences53 concerning the impact 
of echo chambers and filter bubbles, as well as its variations in different countries 
and sociotechnical contexts, its existence and importance are well highlighted by 
many scholars and researchers. Although empirical evidence is still being consoli-
dated to support stronger concerns about filter bubbles, as personalization technol-
ogy improves54, and personalized news content becomes people’s main information 
source, problems for our democracy can arise.55

According to Michela Del Vicario et Al.: 56 

Users tend to aggregate in communities of interest, which causes reinforcement and fos-
ters confirmation bias, segregation, and polarization. This comes at the expense of the 
quality of the information and leads to proliferation of biased narratives fomented by 
unsubstantiated rumors, mistrust, and paranoia. According to these settings, algorith-
mic solutions do not seem to be the best options for breaking such a symmetry.

According to Dr. Judith Moeller, Prof. Dr. Natali Helberger57

It cannot be denied that, as a result of the proliferation of profiling and targeting prac-
tices, the way news is distributed as well as consumed has changed, and profoundly 
so. A growing number of users (also) consume news content via large, highly person-
alized information intermediaries or platforms – platforms that do not share the edi-
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torial ethos and commitment to diversity that traditional, quality news outlets adhere 
to. Particularly those parts of the population for whom these platforms are the main 
gateways to information do risk, if not ending up in filter bubbles, then at least having 
only limited access and to a strongly filtered, and potentially biased towards popular 
(mainly US and UK based) information sources. In addition, the multiplication of infor-
mational content and sources online do create the need for new ways of curating and 
filtering news content.

In light of the above, the idea that Internet infrastructure as a public sphere has the 
potential to allow the discussions to be strong enough to reach different segments 
and different interest groups, replicating through the various networks of people who 
make up society, may be an increasingly distant reality.58 This is due to the fact that the 
expressions can be often restricted to networks of people with common interests and 
communication channels designed by the platform holders to reinforce this effect.59 
The consequence of this has the potential to lead towards a fragmentation and polari-
zation of the public debate60, creating more fertile ground for political manipulation.61 

The Brazilian experience: election campaign in 2018

Similar to the Donald Trump campaign in 2016, the Brazilian election campaign in 
2018 in Brazil also revealed that messages were massively sent through social media 
platforms to influence the electorate.62 Political manipulation through misinforma-
tion, algorithmic manipulation, behavioral micro-targeting, and social bots63 have 
been widely used and mostly based on unauthorized processing of personal data, 
taking advantage also of national idiosyncrasies and cultural aspects. 

Brazil is the largest country in Latin America with a population of approximately  
208 million people. Although 66% of Brazilians have access to the Internet, 49% 
access the Internet only through mobile phones.64 According to a survey conducted 
by Consumer Watch, the main reason for Brazilians to access the Internet is to use 
social networks. Brazil is one of the countries that uses the most social platforms. 
39% of national Internet users check their social networks more than 10 times a day, 
being online on average five hours a day, mainly browsing social networks.65

While Facebook and Twitter were massively used in the US electoral campaign, in Bra-
zil WhatsApp played a major role.66 WhatsApp has become one of the most important 
weapons for computational propaganda and misinformation in the Brazilian polit-
ical scenario. Facilitated accessibility to the platform through zero-rating practices 
helped WhatsApp’s user penetration rate in the country. Facebook was the first app 
to circum vent the net neutrality67 rules in Brazil, and today WhatsApp is the most used 
chat app in Brazil (120 million users).68 

Despite belonging to the same economic group as Facebook, WhatsApp brings a new 
layer of challenges. It has a different role as an instantaneous messaging platform, 
and its messages feature end-to-end encryption. Therefore, although it guarantees 
better protection of user’s privacy and personal data, at the same time it is also more 
difficult to investigate and moderate content since even the company itself does not 
have direct access to the content of the messages (a priori).69 The intricacies of the 



1. Hacking the Electorate

16

platform made thus harder for the massive electoral content to be flagged or even 
to assure candidates that the platform would not be used for illicit purposes, such 
as unfair political advertising, propagation of hate speech, or false facts spread by 
automatized processes.70

Although WhatsApp does not allow any advertising, marketing companies offer politi-
cal campaigning services exclusively for the messaging app. Ongoing investigations in 
Brazil are showing that third party companies, dedicated to political marketing cam-
paigns, acted in the last election campaign in Brazil, targeting groups with the pur-
pose of political manipulation, not only disrespecting the terms of use of the platform, 
through its techniques of mass messaging to spread misinformation (which is prohib-
ited by the platform), but also using unauthorized databases, disrespecting best prac-
tices of data protection.71 As a common practice, they collect voter data, such as phone 
numbers at events, and from there build up broadcast lists that can reach 20,000 users 
to send an average of 10 messages per day to each user in the messaging app.72 

Based on GDPR standards, the possibilities of any personal data processing, even 
when based on “publicly available personal data” and used in the electoral context, 
must be carefully addressed, taking into account what happened in specific situations 
such as the abovementioned CA case. Even though there can be exemptions for con-
sent, in many cases, the processing can be considered illegal by not taking fundamen-
tal compliance steps, such as informing the data subject about the processing and 
guaranteeing basic data protection principles and rights.73 74 75 76

On October 2019, WhatsApp, for the first time, admitted massive messaging on its 
platform, with automated systems (bots)77 hired by companies, during the last presi-
dential election campaign in Brazil. The acknowledgment was made by the messaging 
platform’s Public Policy officer, Ben Supple, who explained that there was a “breach 
of the terms of use” that prohibit the automation and massive sending of content.78 
Nevertheless, one year before, in October 2018, a Brazilian newspaper79 had already 
revealed that marketing companies were hired to send out mass political messages, 
also containing misinformation80 content.81 The strategy became public when the press 
disclosed that there were contracts of around R$ 12 million for mass sending of mes-
sages and also purchasing of third party databases. Names, birth dates, and identifi-
cation numbers of national and foreign elderly people were also used to register cell 
phone chips without their consent, for the purpose of mass generating messages on 
WhatsApp from these numbers and targeting recipients based on their income and 
geographic region.82

The growth of robot-led action thereupon represents a real danger to public debate, 
representing hazards to democracy itself, interfering with the process of consensus- 
building in the public sphere, and in choosing representatives and government agen-
das.83 Confirming the thesis of risk to democracy, the Directorate for Public Policy 
Analysis (DAPP) of FGV (Getulio Vargas Foundation) disclosed illegitimate interference 
in the online debate during the 201884 election85 and in public debates in general.86 
Scheduled accounts for mass postings have become a tool for manipulating social 
media debates. In the course of the electoral race of 2018, automated accounts were 
responsible for 12.9% of interactions on Twitter.87 88 89 90
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A former employee of one of the companies (Yacows) who coordinated the messag-
ing process, claimed to have used a list with information of ten thousand people to 
illegally access their personal data to send the messages, with the intent of circum-
venting the filtering of numbers put in place by WhatsApp. The use of robots was 
also declared, with the confession that for each 50 messages there was a 10-sec-
ond pause to also try to circumvent the WhatsApp block.91 92 Up to 300,000 WhatsApp 
accounts may have been used to automate broadcasts of disinformation and coordi-
nate non-reported political advertising to thousands of WhatsApp groups.93 94 95 96 

Due to disclosures by the press, investigations are examining the involvement of poli-
ticians, parties, and supporters concerning misinformation and political manipulation. 
The investigations are exposing important facts and testimonials. At the same time, 
they reveal the complex circumstances especially the judicial system is facing in the 
fight against misconduct within digital campaigning.97 98 99 100 101 102

The new model of data-driven campaigning poses a systemic and institutional chal-
lenge that cannot be solved quickly and needs a combination of political and regu-
latory approaches. Stronger data protection is certainly part of the answer103: prop-
erly enforcing Europe’s General Data Protection Regulation, which has international 
reach, and using it as a model in other countries, could help to mitigate the extent 
of data-mining and profiling used for political manipulation.104 In the words of Iva 
Nenadić, “the efficiency of online micro-targeting depends largely on data and pro-
filing. Therefore, if effectively implemented, the GDPR should be of use here by pre-
venting the unlawful processing of personal data.”105

According to the Privacy International Organization: 106

Where data is generated, individuals should be able to find out which companies hold 
what kinds of data about them. Profiling generates highly sensitive inferences and pre-
dictions about people’s personality, behavior, or beliefs. (…) Companies that have accu-
mulated years of sensitive data on billions of people around the world may be able to 
change people’s actual behavior at scale. (…) Individuals should be able to access these 
inferences and predictions about them, in order to effectively challenge them, or to ask 
for profiles to be deleted. 

Personal data is key to this debate. Echoing the words of Linda Risso:107 “It is clear that 
lawmakers are lagging behind and that there is an increasingly wider gap between 
the current status of technology and the focus of the law.108 Therefore it is crucial 
that national governments come to grips quickly with the ethical and legal challenges 
posed by social media, computational propaganda, and data protection.109 Since 2017, 
EU data protection rules mean that personal data can only be processed in certain sit-
uations and under certain conditions. However, the question of how this will work in 
practice remains open.”110 111 112 113
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In order to analyze the application of personal data regulations to electoral processes 
in Brazil and the EU, this section explores the most relevant similarities and differ-
ences between the European General Data Protection Regulation (GDPR) and the 
Brazilian General Data Protection Law (“Lei Geral de Proteção de Dados Pessoais” – 
LGPD). The following considerations explore how these intricate systems determine 
the limits of candidates’ and parties’ data processing capabilities in each jurisdiction, 
while also presenting relevant normative instruments related specifically to electoral 
processes. 

The Brazilian general data protection law was widely based on the EU’s general data 
protection regulation. Thus, there are many similarities between the two. Firstly, there 
are overlaps between the general principles in both laws. The GDPR lists, in Article 5, 
six principles relating to the processing of personal data. The LGPD lists, in Article 6, 
ten principles. Both provide the core values of specific and clear purposes, transpar-
ency, quality (accuracy) of data, safety, accountability, lawfulness, and fairness. The 
head of the Brazilian article on principles reads:

Art. 6th Personal data processing activities shall observe good faith and the following 
principles…

The “good faith” (boa-fé) mentioned could be interpreted as being analogous to the 
fairness principle of the GDPR. “Boa-fé” is a general civil law principle in Brazil. Its 
explicit mention at the caput of the article relating to the principles of personal data 
processing strengthens its role as an interpretative axis when applying the law. In 
practice, this means taking into consideration the context of data collection in order 
to determine the reasonably expected and fair uses of the data. This is what jurists 
describe as “contextual privacy”114:

In summary, the contextual privacy theory consists, therefore, in considering that the 
data subject has legitimate expectations (of privacy) about how their data shall appro-
priately flow. Data traffic, thus, does not occur in a vacuum, but under a set of circum-
stances that determine its integrity.

Besides many similarities, as the aforementioned fairness principle, there are, how-
ever, instances where the two regulations differ. One such case is the definition of 
joint controllers. Joint controllers are described in Article 26 of the GDPR, which reads:

Where two or more controllers jointly determine the purposes and means of process-
ing, they shall be joint controllers. They shall in a transparent manner determine their 
respective responsibilities for compliance with the obligations under this Regulation, in 
particular as regards the exercising of the rights of the data subject and their respec-
tive duties to provide the information referred to in Articles 13 and 14, by means of an 
arrangement between them unless, and in so far as, the respective responsibilities of 
the controllers are determined by Union or Member State law to which the controllers 
are subject. The arrangement may designate a contact point for data subjects.

It is important to note that the same dataset may have many distinct controllers, 
when they use it for distinct purposes, or joint controllers, when they jointly decide 
on the purposes of processing115. The Brazilian law, on the other hand, does not have 
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an explicit category of joint controllers. Controllership is still determined based on the 
capacity to decide on the purposes of processing, but there is no mention of joint con-
trollership. The law does, however, hint at it in one instance.

In Article 42, II, the LGPD states that the controllers directly involved in a process-
ing activity shall be jointly responsible for any violations. This article suggests joint 
controllership by stating that distinct actors may be bundled under the effects of the 
law, an interpretation that should be considered when determining the governance 
structure of political campaigning efforts. In such instances it is especially true due to 
another piece of law on the liability of candidates and political parties. Brazilian law  
n. 9.504/1997 states, in Article 6th, § 5th:

§ 5th Candidates and their parties are jointly and severally liable for fines resulting 
from electoral propaganda…

Thus, the LGPD is fully applicable to the personal data processing carried out by 
both parties and candidates, as well as their campaign structures. In Brazilian law, 
this is further stressed by political parties’ characterization as private associations, 
that is, entities falling under the same general legal regime as private companies and 
non-governmental organizations.

Controllership is a crucial issue in both regulations, since the controller is responsible 
for the implementation of a broad set of requirements and is ultimately liable for any 
violations. Determining the controller of personal data can be a challenge in practice, 
which is, finding the person(s) with the ability to substantially decide the purposes and 
means of processing. In the context of political campaigns, this can prove a complex 
assessment:

The role as data controller or data processor has to be assessed in each individual 
case. In the electoral context, a number of actors can be data controllers: political par-
ties, individual candidates and foundations are, in most instances, data controllers; 
platforms and data analytics companies can be (joint) controllers or processors for a 
given processing depending on the degree of control they have over the processing con-
cerned; national electoral authorities are controllers for the electoral registers116.

Besides controllers, political campaigns must also pay attention to two more entities 
involved in the personal data processing relationships. Data processing is conducted 
by a “processor” (GDPR; called an “operador” in the LGPD), which executes the will and 
strategy of the controller. Whereas the controller has substantial decision power, the 
processor merely implements the planned processing activities. The other one is the 
Data Protection Officer (DPO, in the GDPR, and “Encarregado” in the Brazilian law), 
who serves as a communication channel between the data subject, the Data Protec-
tion Authority, and the company or organization.

The roles of the processor and the DPO are very different. The processor is involved 
in the processing activities and has the technical background necessary to implement 
the decisions of the controller, acting under their orders. The DPO, on the other hand, 
has been described as “the manifestation of the supervisory authority in an organiza-
tion117.” This role should ideally be independent from the controller and processor in 
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order to conduct a comprehensive assessment of the data processing activities and 
inform the authority and data subjects of any issues when necessary118.

Although similar in concept, the DPO and the “Encarregado” are designed slightly 
differently in the GDPR and LGPD. One main distinction is that appointing an “Encar-
regado” is generally mandatory and its waiver requires further specification by the 
Brazilian Data Protection Authority (Art. 41, § 3, of the LGPD). The GDPR, on the other 
hand, lists the cases when the DPO is necessary, although it is considered good prac-
tice to appoint one119.

Brazilian law has, to a limited extent, dealt with personal data in electoral campaigns 
before the LGPD. One example relates to the sharing of data with third parties. Under 
Article 7th, I and § 5th, of the LGPD, if data were collected and processed based on con-
sent and needed to be communicated to another controller, this would require a new 
act of specific consent by the data subject. If based on any of the other legal basis, 
duties of transparency and accountability, and all rights of the subject and principles 
of law, would still be applicable, but no previous communication to the subject would 
be required. This would mean carefully registering the transfer and its purposes and, 
depending on the case, but preferably in a Data Protection Impact Assessment (DPIA)120 
report. In case legitimate interest is the lawful base for processing, it is recommended 
to do a Legitimate Interest Assessment (LIA)121.

However, previous to the LGPD there already was Article 57-E of law n. 9.504/97 (Politi-
cal Parties Regulation), enacting a prohibition on the sharing or buying of contact infor-
mation lists for political propaganda purposes. The article states:

Art. 57-E. The persons listed in Art. 24 are forbidden to utilize, donate or cede electronic 
registers of their clients, in favor of candidates, parties or party groupings.

§ 1st It is forbidden to sell electronic address registers.

With this general prohibition on contact information sharing, the scenario is further 
complicated. “Electronic registers” (“cadastro eletrônico”) may not be communicated 
by a list of entities, including foreign entities or governments; public administration 
offices; public service contractors; trade unions; nonprofits that receive foreign fund-
ing; non-governmental organizations that receive public funding; among others. Pri-
vate companies in general were added to this list following a decision by the Supreme 
Court on case ADI 4650, dealing with private donations to political campaigns122. On 
top of that, any commercialization of electronic address registers is prohibited.

The GDPR doesn’t explicitly touch on data commercialization. However, an inter-
pretation according to the regulation’s rules and principles orders that a controller 
processes personal data according to the initially intended purposes123. That means 
transfer of data – be it through a donation or sale – to third parties should meet the 
original purpose of data collection.

In practice, these considerations mean political campaigns should be careful about the 
source of their data and who has access to it. If the initial collection of data was made 
directly by the campaign, through online or physical subscription, all future uses of 
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the information – including e-mail marketing and profiling – should be disclosed to the 
data subject. If the initial collection of data was not related to political campaigning, 
e. g., if a candidate has contact information on his constituents in order to aid them 
with specific issues in the regular exercise of his political attributions, one should ask 
if any further uses would be reasonably expected by the data subject124. This goes for 
both the European and Brazilian contexts. In Brazil, on top of that, political campaigns 
should not accept donations of or buy contact lists, as that is explicitly forbidden by 
electoral law.

The previously described case of political messages spread via WhatsApp during Bra-
zilian elections is a good example of a practice that would go against these duties. 
Specialized companies were then hired to send out such messages on a large scale to 
lists of numbers – under uncertain conditions125. One could argue that the people in 
those lists did not have a reasonable expectation of receiving electoral propaganda or 
political news via WhatsApp, and the campaigners would have a hard time providing 
evidence of either specific consent or any other legal basis for such activities.

Similar to this issue is the collection and treatment of publicly available data. Such 
large-scale collection of data can be used for profiling126 activities, whereby crossing 
distinct data sources and points allows one to make inferences and build a detailed 
profile of a subject. All the data thus collected and inferred is subject to data protec-
tion regulations, as it is “relating to an identified or identifiable natural person” (Art. 4, 
GDPR), or “information related to an identified or identifiable natural person” (Art. 5th, 
LGPD). This was the foundation of the abovementioned Cambridge Analytica case, 
whereby using data analytics techniques the company was able to categorize voters 
into distinct groups, even those who did not explicitly give consent to their data being 
collected127. Based on what could be perceived as “publicly available” information –  
collected through users’ profiles and their friends’ profiles – CA effectively distorted 
the democratic process through psychometrics and big data.

Mentions of “publicly available” data, in the Brazilian LGPD, show up in three instances: 
Paragraphs 3rd, 4th and 7th of Article 7th. The first describes the processing of “publicly 
available personal data,” stating that it should observe the original purpose and public 
interest which based its publication, as well as good-faith. The second instance deals 
with “data manifestly made public by the subject,” creating an exception to consent in 
this case. The third, a late change to the law, allows processing of such data for new 
purposes. There is an apparent conflict between paragraphs 3 and 7, since the former 
limits further processing to the original context and the latter allows processing for 
new purposes. This is probably an issue that the new National Data Protection Author-
ity (Autoridade Nacional de Proteção de Dados, ANPD) will have to deal with. 

On this point, the GDPR is vastly more precise than the LGPD. Article 14 of the GDPR 
refers to “information to be provided where personal data have not been obtained 
from the data subject,” for instance, from publicly available data. The article contains 
a series of specifications of the duties of the controller regarding the processing of 
data. These are duties of information that include: the intended uses of the data, the 
period of processing, identity of controller, categories of data collected, purposes of 
processing, recipients and sources of the data, rights of the subject of rectification and 
of lodging a complaint with a supervisory authority, among others.
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Based either on the LGPD or the GDPR, the possibilities of processing based on “pub-
licly available personal data” must be carefully addressed by the authorities, taking 
into account what happened in specific situations, such as the massive distribution of 
WhatsApp messages in Brazil or the CA case. Even though there can be exemptions 
for consent concerning publicly available personal data, in many cases processing can 
be considered illegal by not taking fundamental compliance steps, such as informing 
the data subject about the processing and guaranteeing basic data protection princi-
ples and rights.

Due to the full applicability of personal data protection regulations, it is important that 
both the parties and candidates take all precautions in order to guarantee observance 
of all principles and rights. This usually begins with a full mapping of data flows in the 
campaign structure, a job closely related to a DPO’s responsibilities. Especially where 
sensitive data are being processed, which is commonly the case in political campaigns. 
Since the data they deal with usually includes political opinions of data subjects, the 
DPO’s role shall prove even more crucial. Different campaigns have different needs 
and formats, especially in wide and diverse contexts as the Brazilian and European 
political scenarios. A point-by-point account of all instances where data is collected, 
communicated, stored or processed in any way; of who has access to which kinds of 
data; of what is the legal basis for data processing, be it regular or sensitive; and the 
length and purpose of processing activities, is an invaluable first step.

One substantial difference between the two regulations is their treatment of the Data 
Protection Impact Assessment (DPIA). DPIAs are referred to in Article 35 of the GDPR 
and Articles 10, 32, and 38, among others, of the LGPD. The former establishes an 
obligation to conduct a DPIA whenever there is “high risk to the rights and freedoms 
of natural persons.” This assumes that at least a preliminary risk assessment for all 
processing activities should be conducted, in order to determine high risk and, conse-
quently, the obligation to conduct a DPIA128. The article is extensive and establishes not 
only duties for the controller, but also the involvement of the Data Protection Officer 
and duties of the Data Protection Authority, which is responsible for determining spe-
cific cases when a DPIA is obligatory.

The Brazilian law, on the other hand, deals with the subject of impact assessments 
more briefly, simply mentioning that the Brazilian Data Protection Authority (ANPD) 
may request them from controllers and determine their required content. Regarding 
this point, Article 38 of the LGPD states:

Art. 38. The national authority may order the controller to present a personal data pro-
tection impact assessment report, including of sensitive data, regarding their data pro-
cessing operations, according to the specific regulation, observing industrial secrecy.

Sole paragraph. The report mentioned in this article’s caput shall contain, at least, a 
description of the types of data collected, the data collection and information security 
methods applied, and the controller’s analysis on adopted measures, safeguards and 
mitigating mechanisms.
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Whereas Article 35, 7, of the GDPR thus states:

The assessment shall contain at least:
a) a systematic description of the envisaged processing operations and the purposes 

of the processing, including, where applicable, the legitimate interest pursued by the 
controller;

b) an assessment of the necessity and proportionality of the processing operations in 
relation to the purposes;

c) an assessment of the risks to the rights and freedoms of data subjects referred to in 
paragraph 1; and

d) the measures envisaged to address the risks, including safeguards, security meas-
ures and mechanisms to ensure the protection of personal data and to demonstrate 
compliance with this Regulation taking into account the rights and legitimate inter-
ests of data subjects and other persons concerned.

As with many topics, the Brazilian law chose to leave the specifics of the DPIA regula-
tion to the ANPD. This will involve, for example, deciding which agents will be obli-
gated to conduct DPIAs and in what circumstances. This is reinforced by at least two 
items of the law, namely Article 55-J, XIII and XVIII. The former states that the National 
Authority is competent to elaborate regulations and determine procedures for the 
DPIAs in cases where there is a high risk to the principles and rights guaranteed in the 
law. The latter states that it falls under the authority’s purview to set special and sim-
plified procedures for small companies and startups.

One further important distinction between the European and the Brazilian regulations 
is related to the automated processing of data. In the GDPR, the data subject has the 
right not to be included in automated decision-making processes, including profiling. 
This right meets three exceptions, namely:

Art. 22. Paragraph 2: Paragraph 1 shall not apply if the decision:
a) is necessary for entering into, or performance of, a contract between the data sub-

ject and a data controller;
b) is authorized by Union or Member State law to which the controller is subject and 

which also lays down suitable measures to safeguard the data subject’s rights and 
freedoms and legitimate interests; or

c) is based on the data subject’s explicit consent.

However, even if any of the exceptions apply, the European regulation guarantees 
the right of the subject to a human intervention in the automated process, in order to 
“express his or her point of view and to contest the decision” (Art. 22, 3). The Brazil-
ian LGPD would have included a similar provision, had it been approved in its original 
form. The law was modified, though, by a Presidential Decree and, in its current form, 
Article 20 guarantees only the right to “revision” of automated decisions. That is, this 
revision does not need to be made by a human agent.

A final note is important on a specific recital regarding the processing of personal data 
on political opinions by parties during electoral activities. This processing, which, as 
explained above, would fall under the protections and restrictions set by the regula-
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tions, is interpreted by recital 56 of the GDPR129, which allows a looser processing based 
on public interest. Nevertheless, this possibility shall be carefully addressed, in order to 
keep the processing of political opinions by political parties in the spirit of the law.

Political opinions are classified by Article 9 of the GDPR as a special category of per-
sonal data, deserving stronger protection. Their processing is expressly prohibited 
(Art. 9, 1) and allowed only in exceptional cases (Art. 9, 2). The Brazilian law has no 
equivalent to recitals, and no express reference to the processing of political opinions 
except for their categorization as sensitive personal data, the equivalent to special cat-
egory data in the GDPR. This apparent contradiction will be explored in the next sec-
tion, where we discuss implementation in order to guarantee an effective democratic 
process in elections with regard to personal data protection.

Before we do that, nevertheless, it is important to highlight that, when it comes to 
comparing the quality of the European regulation versus the Brazilian regulation, 
there is no clear-cut answer. The Brazilian regulation is generally more flexible than 
the GDPR and this flexibility shows when we touch upon the number of legal bases for 
processing activities, the notification system after a breach has occurred, the amount 
of the administrative fines, among others. This may be perceived as positive factor on 
the one hand, because it gives the industry more room to adapt to the rules. On the 
other hand, however, this level of flexibility may give rise to ineffectiveness of the law, 
since the parameters set forth for controllers are too subjective and the provisions are 
not rigid enough to establish clear limits. Additionally, it puts even more responsibility 
on the data protection authorities’ shoulders. In this matter, in Brazil, unlike the Data 
Protection Authorities (DPAs) in the EU, the National Authority is neither independent 
nor autonomous, as it is subordinate to the Presidency of the Republic. Also, its struc-
ture and body are yet being designed and formed. Considering the importance of the 
DPA in guaranteeing the effectiveness and providing specific regulation in comple-
ment of the law, all these elements bring uncertainty concerning the fulfillment and 
efficacy of the data protection scenario in Brazil.

Despite being similar to the LGDP, the GDPR is pointedly more straightforward and 
objective regarding the regulation of data protection. This is, again, a reason for both 
praise and criticism. On the one hand, rigidity creates an environment of legal cer-
tainty, guided through high parameters of protection of fundamental rights. That is, 
since there’s a more controlled space for discretionary choices from the Supervisory 
Authorities, it is easier to have a harmonized application of the law throughout the 
European Union. On the other hand, by seeking to draw such parameters, the reg-
ulation may contain unfeasible provisions, such as the one dictated in Art. 33130, that 
may take away some of its credibility by being too much of a burden and generating 
unnecessary costs to controllers.

Therefore, in light of the similarities and differences in approach of both regulations – 
that might inspire positive and negative comments – the question shall not be which 
regulation contains better provisions, since this can be subjective, but how to guaran-
tee compliance and accountability in both scenarios. With that in mind, the next chap-
ter is devoted to a practical analysis and indication of what steps should be taken for 
that purpose. 
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The importance of maintaining data hygiene and compliance in political campaign-
ing is manifold. From the perspective of democratic institutions, as previously dis-
cussed, it is a condition for healthy electoral processes. In a time of ubiquitous con-
nection, of instant and indiscriminate data sharing, ideas and beliefs can be shaped 
by online filters and the public sphere gets necessarily intertwined with new Informa-
tion and Communication Technologies. Their failed functioning, be it by error or in 
consequence of a structurally flawed system, may put at risk people’s ability to build 
consensus and find a middle-ground in a peaceful and balanced manner, as recently 
demonstrated by the meddling in electoral processes in various parts of the world.131

From the perspective of data controllers, and, in this specific case of political parties 
and politicians, following the rules precisely is not only a legal obligation, but shall 
prove to be a basic requirement in presenting oneself to society as an ethical subject 
deserving of attention, trust, and vote. This is even more true taking into account the 
recent cases where data processing techniques were applied to political campaign-
ing, such as CA and WhatsApp’s use in Brazilian elections, bringing the issue to the 
fore and heightening voters’ attention to it. Not respecting people’s privacy, right to 
data protection and informational self-determination should increasingly prove inex-
cusable in marketing and public image, especially as more and more people become 
aware of these issues.

Candidates and political parties should be careful with how they process data for 
their campaigns during electoral processes, looking for the best current practices, 
not only in their own interest, but also in the interest of data subjects and society as 
a whole.132 Due to the very nature of these processes, many of the personal data they 
will be dealing with, either directly collected or inferred through analytics and profiling 
techniques, will be sensitive – a special category of data that deserve special protec-
tion. Not only is it important to guarantee observance of rights and principles in the 
interest of the data subjects, observing the rule of law, but it is also crucial, especially 
in terms of political campaigning, where public image is a central component, to be 
able to demonstrate that privacy and data protection are being dealt with in the most 
ethical and lawful manner.

The increase in data breaches has reached a high point in 2019, with 5,183 data 
breaches and 7.9 billion records exposed in the first nine months of the year. This 
represents a 33.3% increase in comparison to 2018133. If this is any indication of future 
trends, data security should be one of the main concerns in any personal data pro-
cessing endeavor. Penalties for data breaches may reach tens of millions of dollars 
in fines, as well as asset suspension or exclusion. In order to prevent such losses, the 
controller must adopt the latest standards in security. For example, properly train-
ing all people involved in processing, as well as reducing the number of people who 
have access to personal data, are important steps. Multifactor authentication is also a 
basic requirement, as it has the potential to drastically reduce system vulnerabilities134. 
Reducing the number of devices where the data are stored, and the transmission of 
data between devices, are other steps toward greater security which controllers can 
and should take, preferably through a Chief Information Security Officer (CISO), who 
should not be the same person as the DPO135.
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The DPO has a leading role in making sure this whole system is functioning. It is the 
DPO’s responsibility to track compliance with the data protection legislation. This 
means collecting information on wherever data is processed and making sure it fol-
lows all legal requirements; providing counsel to the controller based on their obser-
vations regarding how to improve compliance; training employees on security meas-
ures and good practices; and making a link between the organization, the authority, 
and data subjects. This last attribution means the DPO should be independent, which 
may prove difficult when they are hired internally.

Best practice is that the DPO should not answer to the controller, and instead should 
report directly to the highest level of decision-making in the management struc-
ture. In order to guarantee their independence, they should also have the neces-
sary resources – staff, equipment, and finances – to perform their duties136. Finally, 
they should not be put in a position of conflict of interest, such as working or having 
worked in data processing activities – in IT or HR departments, for example – which 
would force them to supervise themselves137. These issues could be avoided by hiring 
an external DPO. Even then, it is important that the DPO has the necessary access and 
resources, as well as the technical expertise required.

All these are building blocks in a data processing and security strategy that starts with 
a straightforward assessment of the flow of data along an operation and the current 
risks involved. In order to ensure compliance with the GDPR and, consequently, with 
the LGPD – since both have very similar levels of data protection – political parties and 
candidates should be up-to-date on the best management practices and tools applied 
to data flows.

A controller should be able to have a birds-eye view of the personal data flows in 
their campaign, preferably through a compliance dashboard that should be used by 
all involved controllers and processors. This centralized data management system 
should also provide contact details and identify the Data Protection Officer in the 
campaign’s structure, a complete mapping and governance of data being processed 
and transferred and their associated lawful purpose.

One must also remember their information duties according to the GDPR and LGPD, 
including informing: (i) identity and contact details of controller and DPO; (ii) identifica-
tion or categories of recipients of the data; (iii) the purposes of processing, as well as 
the legal basis for doing so; (iv) the period for which processing will take place; (v) the 
rights of the data subject, especially of rectification and withdrawal of consent, when 
applicable; among others138. Additionally, controllers should be able to process the 
Subject Access Requests in a timely manner. These requests are instances where data 
subjects may require access, rectification and, in some cases, erasure of their data.

The controller should also adopt means of maintaining “digital consent breadcrumbs,” 
that is, a register of the timeline of consent, or distinct consents, a subject has given 
or withdrawn for processing. Finally, permission and access control should be granu-
lar, meaning only the indispensable agents inside the campaign structure should have 
access to respective groups of data. All these aspects of the relationship between the 
processor and the data subject should be translated into easy-to-use interfaces, such 
as apps and forms, so that the subject comprehensively understands their rights and 
the controller is able to demonstrate compliance139.
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All this may sound like a lot of ground to cover, and it is. Fortunately, alongside capa-
ble professionals that might aid companies in building compliance, there are currently 
self-assessment tools regarding GDPR compliance, which should easily translate to 
LGPD requirements. The UK’s Information Commissioner’s Office (ICO), for example, has 
numerous specific resources, including compliance checklists for controllers, proces-
sors, information security, direct marketing, small and medium enterprises, and more140. 
Another invaluable tool is their Privacy Notice Code, which covers in detail how one of 
the most frequent tools of communication between controller and data subject, the Pri-
vacy Notices found on websites and apps, should be structured to ensure compliance141.

A rundown of these tools demonstrates that the crucial point of an effective personal 
data compliance program is to know the processes involved in an operation: the what, 
the where, the when and how of personal data collection and processing. In political 
campaigning, this should be no different: a hands-on approach is necessary, involv-
ing marketing specialists, designers, legal experts, programmers, and volunteers into 
thinking how to best shield data subjects from any kind of violation to their right to 
privacy and data protection. As demonstrated in this study, highlighting specific legal 
guidelines and concrete situations, data protection regulations are fully applicable to 
political campaigns and have the ability to assist in reducing the instrumental use of 
personal data, while also avoiding the impact of misinformation and computational 
propaganda used for the purpose of political manipulation.

More pragmatically, political campaigns should take heed of at least the following rec-
ommendations, based on the principles and main guidance of general data protection 
regulations, always through the perspective of lawfulness, fairness, transparency, and 
accountability: 142

Identify the relevant actors: Which persons are Controllers and Processors and who is 
the DPO, if there is one.
 › Art. 5º, LGPD; Art. 4, GDPR.
 › Example: In a certain political campaign, the candidate has hired a marketing 

company to manage his public image. All decisions regarding the collection 
and processing of data are made by the marketing director. The director can 
be characterized as a data controller, since they are capable of deciding the 
purpose of processing. The candidate would also be a controller, since ulti-
mately they are the decision-maker. 

Identify how data is being collected and processed, i. e., what is the life cycle of data in 
the campaign’s organizational flow.
 › Action: Map all data collection and processing points; identify how much 

time it takes until a single point of data is eliminated; identify what devices/
services are used to store data; identify what third parties have access to the 
data. 

Identify what data is collected and processed, and under what legal basis. Designate 
sensitive data143 and pay special attention to their legal bases.
 › Art. 5º, I, II; Art. 7º, Art. 11, LGPD; Art. 4, Art. 9, GDPR.
 › Action: If there are data points where a legal basis cannot be specified, they 

should be eliminated, as they are a liability – this is basic “data hygiene.”
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Keep in mind that data minimization144 is a good general rule (and a basic principle). 
If there is no need to collect a certain aspect of personal data, don’t do it; if the pur-
pose for collection has been achieved, delete the data.
 › Art. 15, Art. 16, LGDP; Art. 5, Art. 25, GDPR.
 › Action: If there is no need to collect a certain aspect of personal data, don’t 

do it; if the purpose for collection has been achieved, delete the data.
 › Example: Candidate collects data from subjects in order to send digital copy 

of government plan. If consent is given strictly for distribution of said mate-
rial: 1. candidate does not need to collect more than subject’s name and 
e-mail address, so they should stick to these; 2. candidate should eliminate 
the data after sending the material, unless reasonable to expect otherwise, 
based on other legal bases, or via a new specific consent. 

Have all legal bases documentation archived.
 › Example: Candidate collected and processed data in order to maintain a 

record of individual campaign donations, as per the Brazilian electoral law. 
The candidate should maintain a record of such operations with reference to 
the relevant laws and legal bases, in case of an audit. 

Renew existing consent in compliance with the most up-to-date data protection 
 regulations.
 › Action: In case of a new privacy policy text, or in regard to pre-GDPR/LGPD data 

subjects, obtain new consent or inform subjects of new policy and legal basis.
 › Example: Candidate already has a contact list collected through public events 

and webpage subscription form, prior to the GDPR/LGPD. They should send 
all recipients a request to confirm their willingness to receive political com-
munications. Something along the lines of “We are updating our privacy and 
data protection practices according to the most recent data regulations. If you 
wish to continue receiving our content, please click the button below/renew 
your subscription at/[add some form of confirmation].” 

Provide information: Remember the various information duties a controller has with 
respect to the data subject. The data subject should be able to discern what personal 
data is being collected, for what purpose, period of time, who is going to have access to 
it, what the process to request access to that data is, correct it, request its deletion, or 
transfer to another controller etc.
 › Art. 9º, Art. 18, LGPD; Art. 13, Art. 14, GDPR.
 › Action: If consent is the legal basis, all relevant information should be pro-

vided in the act of consent. If there are other legal bases, the data subject 
should have easy access to such information via request or via public access 
[e. g., on a website]. If data is collected through other means than directly 
from the subject [e. g., publicly accessible data], the controller has a series of 
information duties [see relevant GDPR articles]. 

Maintain a record of processing activities, especially if legitimate interest is the legal basis 
(Art. 30, GDPR; Art. 37, LGDP). When applicable, have a DPIA145 or LIA146 at hand.
 › Art. 37, LGPD; Art. 30, GDPR.
 › Action: Keep a registry containing at least: 1. the purpose of processing; 

2. description of data categories and subjects; 3. external data flows; 4. secu-
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rity measures adopted; 5. identification and contact information of the con-
troller; 6. deadlines for elimination of each data category147.

 › Example: A small campaign on a local election has adopted an organizational 
flow in order to maintain a record of data processing activities. All informa-
tion collected on data subjects is recorded on a spreadsheet with categories 
according to the source of the data. Subscription form data, for example, are 
categorized as consent-based, containing name and e-mail address, sent to a 
third-part newsletter service, kept on a restricted cloud server protected with 
two-factor authentication, and kept indefinitely, as agreed upon by data sub-
jects when they gave their consent. 

Inform data subjects of who their DPO is if there is one, and give them an easy 
 communication channel for Subject Access Requests.
 › Art. 18, LGDP; Art. 12, GDPR.
 › Example: A campaign has, on their website, a contact form which connects 

directly with the DPO. It also includes specific fields for Subject Access 
Requests, which are prioritized. 

Make sure the language and design of your platforms are suited for data subjects’ 
 optimal understanding.
 › Action: Adopt adequate typography [size, color, contrast, type etc.], language, 

visual cues, illustration, and any other means to obtain optimal understand-
ing, considering the reader’s specific capacities.

 › Example: A campaign has hired a team of legal experts, marketers, and web 
designers who will work together on creating a privacy policy document that 
contains not only the required legal language, but also simplified, explanatory 
content that non-jurists are able to understand. 

Inform users of your privacy policy and any subsequent updates to it.
 › Action: Inform individuals of the processing that will be made of their data, 

including transfers to third-parties, specifying these third-parties or at least 
their categories, and the period for which the data will be kept.

 › Action: Be as specific as possible, as general permissions are not recognized 
under either regulation.

 › Example: A campaign knows it will be using Google Analytics on their website. 
They also built the website using a drag-and-drop website builder like Wix or 
Squarespace. All these platforms collect user data, and this should be men-
tioned to the data subjects. 

Manage consent: Whenever consent is the legal basis, make sure it is given under 
appropriate conditions. This requires a multidisciplinary approach, from Law to IT 
and Design148, to ensure consent is freely given, specific, informed, and unambiguous.
 › Action: Explicitly request permission to collect cookies and other identifying 

information [except if there is another reasonable legal basis for collection]149.
 › Example: The candidate has a subscription form for a political newsletter on 

his campaign website, and his website collects cookies. It has a pre-marked 
box indicating consent to receiving the newsletter. This is not considered 
valid consent, and the box should not be pre-marked. Also, it has a “consent 
assumed from use of this website” cookie notice. This is equally not consid-
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ered valid consent150. Best practice would be an informative disclaimer which 
allows the user to choose which kinds of cookies he allows, and explaining 
those which are necessary for the site to work; and which requires the user’s 
active consent, that is, an action that reflects their consent. 

Pay special attention to children’s data and special category (sensitive) data, which 
have stricter regulations.
 › Art. 11, Art. 14, LGPD; Art. 8, Art. 9, GDPR.
 › Action: Consent should be specific and highlighted, and given by parents or 

legal representatives, in the case of children [there are age specification in the 
GDPR, see the relevant article]. The legal bases for processing of sensitive data 
are more restrictive [check relevant articles]. 

Observe portability: Make sure the data is in a format that allows portability. This is a 
right of the data subject under both LGPD and GDPR. Data subjects should be able to 
obtain their data “in a structured, commonly used, and machine-readable format and 
have the right to transmit those data to another controller without hindrance from the 
controller to which the personal data have been provided” (Art. 20, GDPR).
 › Art. 18, LGDP; Art. 20, GDPR. 

Define processor obligations: Any processors a controller hires or appoints should have 
a Data Processing Agreement151 defining their responsibilities, security standards and 
other legal requirements152.
 › Art. 28, GDPR.
 › Action: Have a Data Processing Agreement in place determining responsibili-

ties and security standards. 

Check if your service providers are compliant and manage data in a secure manner, 
and if the data is stored in a server located in a country which complies with the most 
up-to-date data protection regulations.
 › Action: Check whether the data handled by these third-parties is stored in 

countries with equivalent status in terms of data protection. The EU has a  
system in place to classify countries’ legislations as equivalent or not.

 › Action: Have your legal team carefully read the terms of use of any third-
party service you use to manage personal data and analyze its compliance 
with GDPR/LGPD.

 › Example: The campaign decides to collect data using Google Analytics, deliver 
ads using Facebook’s native ad platform, send e-mails through Mailchimp and 
manage internal flows using an Indian tech solution. They have to be sure each 
of these is compliant with data protection laws, since they will have access, 
even if in passing, to the personal data collected and processed. In the case of 
the Indian tech solution, if data are stored on a server in India, the campaign 
should confirm if the EU has recognized India’s compliance with the GDPR (as 
of Dec./2019, the country was seeking the status, but had not yet obtained it). 

Manage breaches: There should be a process in place to identify and notify the authority 
and data subjects of breaches.
 › Art. 48, LGPD; Art. 33, GDPR.
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 › Action: Security breaches must be notified to the National Authority without 
undue delay (in up to 72 hours, according to the GDPR). Notification to the 
data subjects is mandatory only in the LGPD, and in GDPR it is necessary only 
if there is substantial risk to the subjects’ rights and freedoms.

 › Example: The campaign has a security team directed at finding bugs and 
flaws in the design and functions of all data processing activities. It has also 
trained all relevant personnel on how to react to a breach, including what 
information to report to the authority through what channels, and how to 
communicate with the public. 

Manage security risks:
 › Art. 46, LGPD; Art. 32, GDPR.
 › Actions: Minimize transfer of data between devices; Encrypt, pseudonymize, 

or anonymize data whenever possible; Have an internal security policy in 
place; Train team members on security issues; Have a mandatory password 
security policy and multifactor authentication153; Conduct a risk assessment of 
the infrastructure used to collect, process, and store data.

 › Compliance as a process: Data protection doesn’t end when a controller 
writes a DPIA or provides data subjects with information on their privacy poli-
cies. It should be constantly monitored, reviewed, updated, and adapted to the 
data processing contexts and most recent technological advancements.

These are all actionable points directed at data controllers and their processing oper-
ations. However, a full data protection paradigm can only be achieved through the 
involvement of many actors. This means careful regulation and guidance by National 
Authorities – especially in Brazil’s case, where the law left much to the discretion of the 
Data Protection Authority, which will decide on security standards, cases where a DPIA 
is necessary, and special regimes for small and medium organizations, among other 
subjects. It also means an active effort by the Judiciary to adapt their understanding 
to the principles and spirit of the law, interpreting hard cases and giving life to those 
principles with the protection of data subjects in mind.

This effort of giving substance to the regulations has already begun in Europe, and in 
the matter of political campaigning it is interesting to observe the legal debates that 
have arisen right after the GDPR entered into force related to the regulation’s recital 
n. 56. The recital specified interpretation regarding processing personal data for elec-
toral activities. In its words154:

Where in the course of electoral activities, the operation of the democratic system in a 
Member State requires that political parties compile personal data on people’s political 
opinions, the processing of such data may be permitted for reasons of public interest, 
provided that appropriate safeguards are established.

The subsequent legislative efforts in some Member States, taking into account the 
recital, brought to the fore a discussion on the limits of processing in such cases. 
Spain and Romania introduced in their national legislations personal data process-
ing bases for electoral campaigns founded on the public interest interpretation. In 
Romania, this meant an exemption of consent in personal data processing for elec-
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toral ends, allowing, for example, the Romanian Post Office to close a deal with the 
country’s Social Democratic Party to deliver political campaign material to targeted 
populations using the Office’s data on elderly pensioners155.

Similarly, in Spain, a national law allowed political parties to collect personal data from 
publicly available sources, such as social networks, and use them for profiling vot-
ers. The provision modifies Spanish electoral law to add Article 58 bis, which reads156:

Article 58 bis. Usage of technological tools and personal data in electoral 
activities.
1. The collection of personal data related to people’s political opinions carried out by 

political parties in their electoral activities shall be covered by public interest only 
when adequate guarantees are in place.

2. Political parties, coalitions, and electoral groupings shall be able to utilize personal 
data obtained through web pages and other public access sources for electoral 
activities during the electoral period.

3. The sending of electoral propaganda through electronic means or messaging 
 systems and contracting of electoral propaganda in social networks or equivalent 
platforms shall not be considered a commercial communication activity.

4. The aforementioned publicity activities shall clearly identify their electoral nature.
5. The recipient shall have a simple and free of charge means of exercising their right 

to contest.

In practice, the terms of the Spanish law could be interpreted as more lax in protect-
ing personal data – in this case, the special data category of political opinions, which 
is the specific subject of the recital. Recital 56 should be interpreted as a specifica-
tion of Article 9 of the GDPR, which, in item (2)(g), deals with processing “necessary 
for reasons of substantial public interest.” Thus, both the terms of the recital and, 
especially, of the article should be heeded when implementing such provision in 
national law.

Recital 56 requires that the compilation of such political opinion data be required 
for “the operation of the democratic system in a Member State” and be covered by 
“appropriate safeguards.” Article 9(2)(g) is stricter, mentioning the need for “substan-
tial” public interest, as well as processing proportionate to the aims pursued, cov-
ered by “the essence of the right to data protection” and providing for “suitable and 
specific measures to safeguard the fundamental rights and the interests of the data 
subject157.”

The fault in the Spanish law, as recognized by the country’s Supreme Court in a case 
brought before it in March 2019, was that no “suitable and specific measures” nor 
“substantial public interest” were established158.

In practice, the law ran the risk of allowing indiscriminate processing of sensi-
tive data, in direct violation of the GDPR, and exposing citizens to practices similar 
to those carried out in the Cambridge Analytica scandal. On this point, in view of 
such controversies regarding the use of sensitive personal data in electoral cam-
paigns, the European Data Protection Board (EDPB) published, in March 2019, 
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“ Statement 2/2019 on the use of personal data in the course of political campaigns159.” 
The statement brings five concrete recommendations and clarifications to Member 
States:

I. that personal data revealing political opinions is a special category of data, and so its 
processing is prohibited and only allowed in narrowly-interpreted exceptions;

II. data which have been made public by subjects are still under the EU data protection 
law and should be treated in a manner that respects obligations concerning transpar-
ency, purpose specification, and lawfulness;

III. even when lawful, processing is still subject to all other obligations under the law, and 
political parties should be ready to provide information necessary for accountability 
and transparency;

IV. solely automated decision-making, including profiling, where the decision legally or 
similarly significantly affects the subject, is restricted – the EDPB interprets affecting a 
person’s vote as “legally affecting” the subject; and

V. regarding targeting, the subject has the right to know who is sending the targeted con-
tent and why, and what rights they have in the face of such activity.

Through these recommendations, the EDPB gives legislators in Member States clear 
guidance on the interpretation of Article 9.2.g) and Recital 56 regarding electoral pro-
cesses. This is crucial, as an incomplete application of the guarantees and require-
ments demanded by the regulation may produce situations which go directly against 
the spirit of the law, as seen in the cases previously commented. In this sense, it is 
interesting to contrast the Spanish and Romanian cases with the approaches adopted 
by Italy and France. In Italy, personal data made publicly available on the Internet 
cannot be used for political communications, except if originally made public for that 
purpose, as determined by the country’s Data Protection Authority in 2014. In France, 
a 2016 update of the French National Data Protection Commission’s (CNIL) 2012 rec-
ommendations on political communication requires specific consent for the lawful 
aggregation and profiling of voters’ personal data160.

The controller should always keep in mind that the data protection laws are centered 
around the data subject and their rights, creating an enabling system for business 
practices and innovations around data, but within the limits of privacy and data pro-
tection, which are guarantees deeply rooted in personality rights and human dignity. 
Therefore, common practices in a pre-data protection regulation scenario, such as 
buying lists from data brokers and indiscriminately profiling subjects, including for 
electoral ends161, should be avoided under this new paradigm. Moreover, as previ-
ously stated, the protection of personal data has a direct impact on the quality of 
electoral processes, since these data are a necessary input for psychometrics and 
other techniques which, when applied to political campaigning, have a real effect on 
electoral outcomes.

In Europe and in Brazil, authorities are becoming aware of this risk, as demonstrated 
by the EDPB’s actions to harmonize national legislations and a proper interpretation 
of Recital 56; and in Brazil, where the Superior Electoral Court recently included in its 
latest draft regulation for the coming municipal elections terms directed at curbing 
the spreading of misinformation, especially via social media and digital applications.
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The harmonization of general data protection regulations with electoral resolutions, 
as well as compliance in the processing of information, should be seen as a priority, 
with the power to ensure effective mechanisms against misuse of personal data in 
electoral periods, helping to promote a fair electoral environment. 
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The culture of hyperconnectivity in which we live, despite generating countless and 
unquestionable benefits to citizens, also brings significant challenges to democratic 
spheres. In this context, it is important to pay special attention to the new way of cam-
paigning in the new data world we live in, proposing appropriate and efficient regula-
tions to ensure fair elections.

While the data-driven political campaign is not a new phenomenon, the tools used, 
the amount of accessible data and the potential ability to influence voters represent 
a new and challenging scenario for the rule of law.

In recent years, political parties around the world have invested heavily in online 
advertising, demonstrating the potential to reach more people in an efficient and 
targeted manner. However, recent experiences, as in the case involving Cambridge 
Analytica and the last elections in Brazil, demonstrate how strategies for voters’ 
political manipulation through misinformation, algorithmic manipulation, behavio-
ral micro-targeting, and social bots have been widely used in this scenario. In addi-
tion, these strategies are mostly based on unauthorized processing of personal data, 
as observed from the Cambridge Analytica case, the Brazilian election campaign in 
2018, among others.

In the words of Colin Bennett and David Lyon: 162

Questions about the legitimate processing of personal data on the electorate is at the 
heart of the answer to each of these larger questions. The conduct of voter analytics 
and the micro-targeting of political messages, including the delivery of so-called “fake 
news” has a direct relationship to programmatic advertising, and to the impersonal 
algorithms that target individual citizens, often without their knowledge and consent. 
Familiar privacy questions are now injected into this heated international debate about 
democratic practices and regulators, such as data protection authorities (DPAs), now 
find themselves at the center of a global conversation about the future of democracy. 
Thus, “privacy and data protection have rarely in the past been ‘Big P’ political ques-
tions. They are now” 

Therefore, considering the importance that personal data processing represents in 
this context, part of the possible abuses and risks arising from misuse can be miti-
gated by the application of robust legal frameworks for personal information govern-
ance, such as the GDPR in Europe and the recently sanctioned Brazilian Data Protec-
tion Law (LGPD), which will come into effect soon.

As demonstrated along this study, highlighting specific legal guidelines and concrete 
situations, both data protection regulations are fully applicable to political campaigns 
and have the ability to assist in reducing the instrumental use of personal data, while 
also avoiding the impact of misinformation and computational propaganda used for 
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the purpose of political manipulation. Therefore, a data protection approach can sum 
up strategically with other efforts, for example, coming from the private sector, help-
ing reduce misinformation in electoral campaigns by sanctioning the illegal processing 
of personalized data, serving as an effective and useful legal instrument in the present 
context.

On the one hand it is the role of public institutions through its resolutions and sanc-
tions to reinforce compliance with and the effectiveness of the LGPD and GDPR guide-
lines. On the other hand, it is the duty of political parties to comply with legal require-
ments, having full responsibility, transparency, and good faith in the processing of 
voters’ personal data.

Unauthorized processing of personal data, along with misinformation techniques and 
unfair use of bots, profiles, deep fakes, and others, undermines voters’ confidence 
and the integrity of political processes and should be viewed by institutions as threats 
to democracy. 

162 Bennett, C. J. & Lyon, D. (2019). Data-driven elections: implications and challenges for democratic 
societies. Internet Policy Review, 8(4). 



Although data-driven political campaigns are 
not a new phenomenon in themselves, the tools 
used, the amount of data available and the 
potential ability to influence voters represent a 
new and challenging scenario for the rule of law 
around the world. This study explains how this 
challenge can be handled and what opportuni-
ties legal standards can play in the protection of 
personal data, using the European and Brazilian 
legal framework as an example.
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