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Data-driven political campaigning is not new, but the tools and the possibilities are.  
And they become a real threat to democracy. Where are the conflicts? What are the solutions?
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Facts &  
Findings

	› In recent years political parties and campaigners around 
the world have invested heavily in online advertising, 
demonstrating all the potential to reach more people in 
an efficient, targeted and accessible way, sometimes for 
a fraction of the cost of more traditional methods

	› Although data-driven political campaigning is not a new 
phenomenon, the tools used, the amount of data acces-
sible and the potential capacity to influence voters repre-
sent a new and challenging scenario for the rule of law. 

	› Current practices of unauthorized personal data 
processing are boosting misinformation and ‘digital 
astroturfing strategies’, capable of influencing citi-
zens with great precision.

	› Robust legal frameworks, such as the European 
general data protection regulations are applicable 
to political campaigning and can reduce the instru-
mental use of personal data for unfair political 
manipulation.
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History is old. Tools are modern.

It is vital in any democratic society that political parties and campaigners communicate effec-
tively with voters.1 In this sense, data-driven political campaigns are not a new phenomenon.2 
Political campaigns depend on information to guide several choices, such as places to hold 
rallies, which states or electoral bodies to concentrate efforts and resources on, and how to 
customize correspondence and advertising with supporters, swing voters, and non-supporters.3

With this purpose, political parties and campaigners have used different communication 
practices and technologies over time. Now with the rapid development of new digital technol-
ogies and communication tools, political campaigning has become increasingly sophisticated. 
Although data-driven political campaigning is not a new phenomenon, the tools used, the 
amount of data accessible and the potential capacity to influence voters represent a new 
and challenging scenario for the rule of law.4

In a study related to the 2016 elections in the USA5, Harvard University researchers identified 
shifts in the production and consumption of political information. With the arrival of participa-
tory and social web6, Internet users can now generate data in a complex network and with-
out any obligation to the pursuit of objectivity or journalistic standards as pillars for con-
tent creation. Even though large and traditional mass media organizations such as television, 
newspapers, and radio still play an important role, they are progressively migrating to online 
services, competing with all other content. As a consequence, people in different countries 
are increasingly getting informed and learning about political candidates and other political 
related issues through social networks. More importantly, these networks give them a sense 
of what others might think about issues and candidates, for better and for worse.7

In this context, the possibility of gathering huge databases of citizens, containing thousands 
of pieces of information that provide the full picture of who they are, where they live, what 
they do and what is happening around them, can bring several benefits to parties and political 
campaigners. Millions of email addresses, phone numbers, and other personal data, such as 
the ones gathered through donations, at rallies, and through merchandise, allows political cam-
paigners to obtain very sensitive information about specific target groups and voters.8 In recent 
years political parties and campaigners around the world have invested heavily in online 
advertising, demonstrating all the potential to reach more people in an efficient, targeted 
and accessible way, sometimes for a fraction of the cost of more traditional methods.9 

Nevertheless, although new platforms and social media tools offer unprecedented opportu-
nities to engage with a wide range of groups on issues of special importance to them in the 
democratic process, such innovations and effects have been so rapid that many voters do not 
know the scale or scope in which they are being targeted.10 

Digital campaigning 
becomes a challenge 

for the rule of law.

Recipients do not 
know to what extent 

they are targeted.
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Is there a problem?

Cambridge Analytica, the UK-based data analytics firm, has come onto the scene in 2016, 
following revelations that it might have played a role in different electoral processes, 
especially the USA election campaign of 2016. The company claimed to possess more than 
5,000 data points on around 220 million Americans, consisting of psychological data from 
Facebook combined with a vast amount of consumer’s information from data mining firms. 
Essentially, firms like Cambridge Analytica gather massive amounts of individual data, 
process these data to identify and forecast even more intimate individual details, and 
use these profiles and forecasts to personalize political messaging, such as social media 
advertising to guide tactical campaign decisions.11

If voters do not understand how their data are being used to influence them, they will 
not be able to exercise their legal rights in relation to that information and the strategies 
being applied. A potential infringement of the personal data protection right in democratic 
processes, such as election campaigns, can considerably affect other fundamental rights. It 
poses a real threat to citizens’ ability to make their own independent decisions or even their 
right of opinion, undermining the fundamental value of dignity, which underpins all human 
rights. The public is entitled to expect political advertising to be done in accordance with the 
law. On the other hand, all political parties and campaigners need to comply with the same 
data protection and electoral rules, regardless of the method or new technological develop-
ments.12

Advertising and political manipulation strategies are not new, but there is no precedent 
for targeting people in such intimate detail and on the scale of entire populations.13 It 
represents both a gain of scale and effectiveness. It should be handled carefully and always 
on a legal basis, with transparency, fairness and accountability.

Many countries, however, still lack adequate regulatory frameworks to guarantee data pro-
tection and privacy rights that are affected by this level of data processing and unfair manip-
ulation, especially concerning sensitive personal data, such as political views or ethnicity.14 
Without a robust and effective safeguard for personal data processing, many abuses may 
come into play. Current practices of unauthorized personal data processing are boosting 
misinformation and ‘digital astroturfing strategies’15, capable of influencing citizens with 
even greater precision. According to most recent research, these strategies are having an 
effective interference on political democratic processes in different countries.16 

Unauthorized personal data processing, along with misinformation and digital astro-
turfing techniques, undermines voters’ trust and the integrity of political processes, 
and shall be considered as democratic threats.17 Citizens can only make genuinely 
informed choices about whom to vote for if they are certain that their decisions have not 
been influenced unfairly. That is why trust and confidence in the integrity of democratic 
processes should not be weakened.18 19

A potential infringe-
ment can affect 

fundamental rights.

Misinformation strat-
egies interfere with 
the political demo-

cratic processes.
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The importance of data governance and compliance in elections

Taking into consideration the importance of personal data processing in this context, part 
of the potential abuses and risks arising from its misuse may be mitigated by the application 
of robust legal frameworks, such as the European and the Brazilian general data protection 
regulations (respectively the “GDPR” and the “LGPD20”).21 Both regulations are applicable to 
political campaigning and can reduce the instrumental use of personal data for unfair 
political manipulation. Harmonizing general privacy and data protection regulations with 
electoral laws has the power to ensure effective mechanisms to guarantee rights and duties 
related to personal and sensitive data, helping to foster a healthy, legal and ethical environ-
ment in election periods.22 

However, the connection between electoral regulation and the legal frameworks for 
campaign activities involving personal data is still under development. As much as there 
are strong foundations on both sides, general data protection regulations, such as the 
GDPR and the LGPD, did not yet accumulate significant application and jurisprudence in 
order to guarantee a perfectly clear guideline for compliance and accountability. It is still 
being debated how exactly these regulations should be applicable in practice for a range 
of activities. Extending this protection to campaigns is still a goal to be pursued, and is 
being substantially debated by specialists in the field, courts and data protection entities.23

Enhancing effectiveness and bridging the gaps

The possibility of bridging electoral regulation and the legal frameworks for campaign 
activities involving personal data depends on many factors. Foremost, the inclusion of 
provisions that refer to and contemplate data protection regulations in the orientations 
issued by the electoral courts and electoral laws, through harmonization of processes and 
effective application of personal data protection rules to political campaigning.

Furthermore, although data protection regulations can offer substantial safeguards in 
this context, it also has some “flexibilities” that must be addressed to avoid misleading 
orientations. In the European Union, for instance, the regulation allows Member States 
to introduce national laws to complement the GDPR, manifesting specific realities and 
idiosyncrasies through “derogations”. Nevertheless, rather than protecting individuals’ 
rights, in some cases these exceptions may lead to disproportionate restriction of freedom 
of expression, privacy breaches, and incitement of misinformation. This lack of uniformity 
or misinterpretation of GDPR’s guidance in the context of elections may lead to differ-
ences in the level of personal data protection within Member States and potentially 
influence negatively other regions.24

The effectiveness of data protection regulation depends on the capacity and institu-
tional articulation of the different stakeholders involved. Activities concerning personal 
data usage in political campaigns will demand a close look not only by public entities, 
such as judicial courts and data protection authorities, who will have to harmonize inter
pretation and set up adequate guidance, but also by the private sector in helping prevent 
manipulation and misinformation practices.25

Harmonizing general 
privacy and data pro-

tection regulations 
with electoral laws 

can guarantee rights.

The effectiveness 
of data protection 

regulation depends 
on external factors.
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Considering cultural and normative idiosyncrasies, through the analysis of both the Euro-
pean and the Brazilian data protection regulations and their potential effects on political 
campaigning, it is evident that there is a need for parties, campaigners, courts, data protec-
tion authorities and private companies to commit to the privacy of users, reacting to the side 
effects and threats posed by technology to democratic institutions and their citizens’ rights, 
in both contexts.

Data protection regulations are fully applicable to political campaigns and have the ability 
to assist in reducing the instrumental use of personal data, while also avoiding the impact 
of misinformation and computational propaganda used for the purpose of political manip-
ulation. Therefore, a data protection approach can sum up strategically with other efforts 
for example coming from the private sector, helping reduce misinformation in electoral 
campaigns by sanctioning the illegal processing of personalized data, serving as an effec-
tive and useful legal instrument in the present context.

On the one hand it is the role of public institutions through its resolutions and sanctions, to 
reinforce the compliance and effectiveness of the LGPD and GDPR guidelines. On the other 
hand, it is the duty of political parties to comply with legal requirements, having full respon-
sibility, transparency and good faith in the processing of voters’ personal data.

Unauthorized processing of personal data, along with misinformation techniques and unfair 
use of bots, profiles, deep fakes and others, undermines voters’ confidence and the integrity 
of political processes and should be viewed by institutions as threats to democracy. 

Data protection 
regulations can 

help to reduce the 
instrumental use of 

personal data.
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