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Cambodia Academy of Digital Technology (CADT) is a national research and education institution 
for Digital Technology and Innovation. Its mission is to provide high-quality higher education and 
professional training in digital technology to students, professionals, and civil servants who want 
to excel in the digital economy and society. CADT is the first institution of its kind in Cambodia 
to focus on research and development in digital technologies that advances knowledge and 
creates value from digital adoption and transformation. CADT fosters a culture of innovation and 
entrepreneurship among digital talents and innovators to support academic and socio-economic 
development. CADT was established in 2014 as the National Institute of Post, Telecom, and ICT 
(NIPTICT), a public institution under the Ministry of Post and Telecommunications. In 2021, it 
transformed into CADT with an expanded mission to support the country’s digital transformation 
agenda and the development of digital economy and society.

Freedom, justice and solidarity are the basic principles underlying the work of the Konrad-
Adenauer-Stiftung (KAS). The KAS is a political foundation, closely associated with the Christian 
Democratic Union of Germany (CDU). As co-founder of the CDU and the first Chancellor of the 
Federal Republic of Germany, Konrad Adenauer (1876-1967) united Christian-social, conservative 
and liberal traditions. His name is synonymous with the democratic reconstruction of Germany, 
the firm alignment of foreign policy with the transAtlantic community of values, the vision of a 
unified Europe and an orientation towards the social market economy. His intellectual heritage 
continues to serve both as our aim as well as our obligation today.

In our European and international cooperation efforts we work for people to be able to live self-
determined lives in freedom and dignity. We make a contribution underpinned by values to 
helping Germany meet its growing responsibilities throughout the world. 

KAS has been working in Cambodia since 1994, striving to support the Cambodian people in 
fostering dialogue, building networks and enhancing scientific projects. Thereby, the foundation 
works towards creating an environment conducive to economic and social development. All 
programs are conceived and implemented in close cooperation with the Cambodian partners on 
central and sub-national levels.  
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FOREWORD

Daniela Braun

Country Director 
Konrad-Adenauer-Stiftung (KAS) Cambodia 

Cambodia stands at a pivotal moment in its digital transformation journey. Although still ranked 
low on a global and regional scale, the country has made progress in expanding connectivity, 
strengthening its digital infrastructure, and fostering an increasingly dynamic technology 
ecosystem. The next phase of this journey will be significantly defined by the strategic adoption 
of emerging technologies—most notably AI. It is within this context that Digital Insights, a two-part 
publication by CADT and KAS Cambodia, offers a timely and policy-relevant contribution to the 
national conversation on digital development.

This publication is intentionally designed to depict AI not as an abstract technology, but as a 
practical and enabling tool with direct relevance to Cambodia’s socio-economic development. 
Rather than taking a generic approach, Digital Insights focuses on concrete applications of AI across 
sectors that are central to the country’s long-term growth. By doing so, KAS Cambodia wants 
to contribute to bridging the gap between technological possibility and policy action, identifying 
where AI can meaningfully support key national priorities—from food security and agricultural 
modernization to SME competitiveness, and effective public administration.

One of the core strengths of Digital Insights is the careful calibration of its scope. We recognize 
that effective policymaking requires more than theoretical assessments; it requires applied 
analysis grounded in local realities. The publication therefore examines specific case studies that 
are highly relevant for the Cambodian context, while also drawing cross-cutting insights that are 
essential for designing cohesive national strategies. This balance ensures that this publication is 
both comprehensive and practical—broad enough to inform multi-sectoral planning, yet focused 
enough to guide actionable decision-making.

The agricultural sector is a prime example. As a backbone of Cambodia’s economy, agriculture 
faces structural challenges and Digital Insights highlights how AI-driven tools can help farmers 
optimize resources, manage climate risks, and improve market access. For the country’s large 
SME sector, AI offers opportunities to boost efficiency, enhance supply chain management, 
and support innovation-driven growth. Meanwhile, in governance, the careful use of AI can 
help modernize public service delivery, streamline administrative processes, and strengthen 
transparency—provided that robust safeguards and ethical frameworks are in place.

Ultimately, Digital Insights serves as a call to action for policymakers, industry leaders, researchers, 
and development partners. It underscores that AI adoption is not simply a technological choice; it 
is a strategic imperative for maintaining competitiveness, unlocking new economic opportunities, 
and ensuring sustainable development.

I would like to express my sincere appreciation to all contributors whose expertise and insights 
greatly enriched this publication. My thanks also go to our partner, the Cambodia Academy of 



Digital Technology (CADT), for their valuable collaboration throughout the process. A special word 
of gratitude goes to my colleague Mouying Sean, whose dedication and support were instrumental 
in bringing Digital Insights to completion.

I strongly hope that the ideas and insights presented in the following pages will help inform 
the next steps of Cambodia’s digital transformation and contribute meaningfully to sustainable 
economic growth and improved governance. KAS Cambodia is proud to support this work and 
remains committed to fostering dialogue and research that drive the country’s digital future 
forward.

Daniela Braun

Country Director 
KAS Cambodia

Daniela Braun is the KAS Country Director Philippines since May 2023 and acting Country Director 
Cambodia since March 2025. In her capacity, she oversees the programs of KAS in the Philippines 
and Cambodia on democracy & governance, inclusive & sustainable economic development, security 
& foreign relations, youth empowerment, media & society as well as digitalization. Previously, Daniela 
worked as Policy Advisor for International Politics and Security Affairs at the Division Analysis and 
Consulting of Konrad-Adenauer-Stiftung in Berlin. Before KAS, Daniela held different positions at the 
German Council on Foreign Relations, the German Bundestag and the Berlin Office of the German 
Marshall Fund.

She holds a B.A. in Political Science from the University of Bonn and M.A. from the Freie University 
Berlin. She also studied in Warsaw, Poland, at the American University in Washington D.C. and as a Fox 
International Scholar at Yale University in New Haven.



FOREWORD

Dr. Sopheap SENG 

President 
Cambodia Academy of Digital Technology (CADT)

Cambodia stands at a pivotal milestone in its digital transformation journey. With rapid 
improvements in digital connectivity and infrastructure, the country is laying the foundation for a 
vibrant digital economy and society. Emerging technologies such as Artificial Intelligence (AI) offer 
unprecedented opportunities to accelerate this transformation-particularly in key development 
sectors like education, public health, SME, and agriculture. 

Such advanced technologies as AI that have emerged to be one of the powerful and useful 
technologies in the digital era need thorough understanding with rigorous study and research.  
As a public education and research institution, CADT is committed to building Cambodia’s digital 
talent and fostering innovation. We focus on practical research which can be applied to enhance 
existing traditional ways of doing things to create an impactful and sustainable development.

As a public education and research institution, we are dedicated to being a catalyst in driving the 
development of digital transformation and innovation with a mission and commitment to build 
Cambodia’s resilient digital talent and drive digital research and innovation. Our effort has been 
highlighted by a recent national achievement in which Cambodia has become the 4th country 
in Southeast Asia to complete UNESCO’s AI Readiness Assessment in collaboration with MPTC. 
This national report charts a clear path toward ethical, inclusive, and human-centered digital 
transformation—and contributes to the drafting of the national AI strategy. 

Realizing this vision requires collective action. CADT has partnered with various organizations 
– universities, research centers, and international development organizations, both public and 
private to ensure the maximization of impact making of digital transformation to the mentioned 
important sectors. Our partnership with KAS Cambodia is vital because it bridges the gap between 
theory and practice. By integrating insights from the international development partner with 
our own evidence-based research, these publications provide readers with a holistic view of 
Cambodia’s current landscape and the academic depth needed to understand its future. 

Building on our successful 2023 publication, The Future of Education, where digitalization in the 
education sector was introduced and discussed. CADT and KAS Cambodia are proud to continue 
this flagship series. This year’s edition expands our horizon, exploring how AI can revolutionize 
key development sectors such as education, public health, and agriculture. 

This publication marks a significant milestone of Cambodia’s collective and real interest in 
advanced digital technology like AI regarding the development of the country. We believe this 
year’s edition will be an indispensable resource for educators, researchers, policymakers and 
innovators to move together toward a digitally advanced and resilient Cambodia through the 
responsible adoption of AI. 



Dr. Sopheap SENG 

President 
Cambodia Academy of Digital Technology (CADT)

Dr. Sopheap SENG is the President of the Cambodia Academy of Digital Technology (CADT), a public 
research and education institution specialized in digital technology and innovation. Dr. Sopheap is 
also a lecturer in computer science, he teaches programming, database and data science. At CADT he 
is currently directing the efforts to build a digital innovation center to contribute to the development 
of the digital startup ecosystem in Cambodia. CADT is pursuing deeper public- private cooperation and 
is trying to create supportive policies for technology entrepreneurship and innovation. CADT is a key 
player in digital skill development in Cambodia, nurturing digital talent and innovators and is playing 
an integral role as the country seeks to formulate ground rules for its budding startup and technology 
sector.



EDITORIAL NOTES 

Dear readers, 

Artificial intelligence in Cambodia is no longer a distant or speculative concept. It now shapes 
social media feeds, classroom assignments, administrative workflows in ministries, and even 
how farmers access information on prices and weather. Since the rapid diffusion of generative AI 
from November 2022 onwards, particularly tools such as ChatGPT, AI has moved from conference 
presentations into the routines of daily life by building on debates that have, in fact, been present 
on the government’s agenda for many years prior. 

Yet if you only followed the global debate, you could easily believe that serious AI strategies belong 
exclusively to rich countries, while least developed countries (LDCs) are either passive recipients 
or experimental playgrounds. Cambodia has chosen a different path. Instead of rushing to publish 
a glossy “AI vision” full of slogans, the Royal Government first subjected itself to a diagnostic: 
UNESCO’s AI Readiness Assessment Methodology (RAM), a dozen indicators toolkit that forces 
uncomfortable questions about laws, data, skills, infrastructure, and institutions. The assessment 
concluded in early July 2025, drawing on inputs from 26 ministries and multiple consultation 
workshops.

The result is a draft National AI Strategy that is unusually grounded for an LDC context. It is 
explicit about gaps in data, compute, and talent; it admits that Cambodia is at an early stage of AI 
adoption; and it still argues, unapologetically, that AI must serve economic transformation, not the 
other way around. The vision is to use AI to lift productivity, expand value creation, and support 
a more inclusive and sustainable development model – while avoiding heavy-handed regulation 
that would suffocate a nascent ecosystem before it can grow. One of the six strategic priorities 
emerging from the RAM process is collaboration, research and development, and innovation. 
That sounds abstract, until you start asking who is actually talking to whom. Are regulators talking 
to engineers? Are universities listening to farmers and SMEs? Are global frameworks translated 
into Khmer and into practice? This book, The Future of AI for Development, is our attempt to make 
that priority visible, concrete, and, we hope, a little bit irresistible to read.

The volume is the product of a partnership between Konrad-Adenauer-Stiftung (KAS) Cambodia 
and the Cambodia Academy of Digital Technology (CADT). It brings together authors from 
government, academia, civil society, and the private sector who are directly involved in building 
Cambodia’s AI future. We structured the book deliberately to challenge the usual pattern of 
“importing” ideas from abroad and “exporting” problems at home. The first part looks outward: 
it examines international and regional trends in AI governance, from ASEAN’s soft-law guidelines 
to more legalistic models in the EU, Japan, and New Zealand, and asks what actually travels well 
into the Cambodian context. The second part turns inward, unpacking the readiness assessment 
and the political, technical, and institutional choices behind Cambodia’s National AI Strategy. The 
third part moves to sectoral applications, such as education, public data, workforce development 
– before the final part dives into case studies that are already operating on Cambodian soil.

Our editorial stance is simple and intentionally provocative: Cambodia cannot afford to be either 
blindly optimistic or reflexively fearful about AI. Treating AI as magic will hand power to the few who 
control the technology; treating it only as a threat will guarantee that others design the systems 



that shape our economy, our media, and even our language. The more serious alternative is to 
treat AI as infrastructure – something that must be planned, regulated, funded, and contested in 
the open. That means insisting that Khmer language and culture are first-class citizens in training 
data, that public institutions build real in-house expertise, and that citizens have both the literacy 
and the channels to question AI systems that affect their lives.

We are deeply grateful to the authors who contributed their time, expertise, and, in many cases, 
their hard-won field experience; to our colleagues at CADT and KAS Cambodia who supported the 
project from concept note to printed pages; and to the institutions that opened their data, labs, 
and classrooms so that AI could be discussed in the light, not in the shadows. 

If this editorial note has already kept you longer than you expected, our work here is done. We 
invite you now to turn the page, not to admire AI from a distance, but to argue with it, test it, and 
decide what role it should play in Cambodia’s development story.

Phnom Penh, December 2025

With warm regards, 
Chanty Pisal 
Jonas Herzing 
Mouy Ing Sean 

Chanty Pisal

Pisal is the Director of the Digital and Innovation Policy Research Center at 
the Cambodia Academy of Digital Technology (CADT). He holds a Master of 
Public Policy from the Australian National University and a Master’s degree in 
International Law from the University of Paris 8. Pisal has contributed to major 
national digital initiatives and policies, including the Digital Skills Development 
Roadmap and the Digital Government Policy. He is also a key contributor 
to Cambodia’s AI initiatives, notably the UNESCO Ethics of AI Readiness 
Assessment.

Jonas Herzing 

With over a decade of experience in the field of digital transformation and 
positions in the private and public sector, Jonas is currently working as 
Senior Advisor at the GIZ Digital Transformation Center supporting the digital 
transformation of the economy and government in Cambodia. He holds a 
double master’s degree in international politics with a focus on global digital 
governance (Fudan University, China and Sciences Po Paris, France) and a 

bachelor’s degree in IT Management (Berlin School of Economics and Law).

Mouy Ing Sean

Mouy Ing is the Program Manager for Global Affairs and Governance at KAS 
Cambodia. She holds a Bachelor’s degree in International Relations from 
Paragon International University and specializes in research across the social 
sciences, working to bridge knowledge with real-world impact.
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The Future of AI for Development

I.	 Introduction
Artificial Intelligence (AI) is no longer regarded 
as a purely theoretical idea; it has been 
integrated into our daily lives. Its applications 
vary across domains, such as assisting in 
language translation, generating information, 
and reshaping human intelligence for problem-
solving, decision-making, and continuous 
learning.1 In the 21st century, AI is integrated 
into nearly every societal facet, including 
academia, development projects, military 
capabilities, and digital communication 
platforms to improve global connectivity. 

However, AI brings both significant benefits 
and serious risks, depending on how it is 
implemented, used, and governed.2 Digital 
communication platforms such as social 
media help people overcome barriers of 
time and distance and make information 
globally accessible, while AI integration 
provides powerful tools—like search and 
recommendation systems—that guide users 
through this vast flow of content.3 On the other 
hand,  people manipulate conversation by 
using Generative AI to spread disinformation 
or create harmful content that interrupts 
the flow of social networks.4 Moreover, AI 
in detection systems or communication 
guidelines that serve as one ethical use of 
tracking down the AI-manipulated contents, 
somehow also become a form of weapon 
that people could abuse in mass reporting or 
harassment that leads to misinterpretation 
and punishment of innocent accounts.5 Not 

only does it affect the normal citizens, but it 
also brings a negative impact on government 
information and communication channels 
around the world, leading to the intervention 
with new regulations, policies, frameworks, or 
guidelines for ethical AI use.

In the context of Cambodia, fake news has 
posed a direct threat to national security 
and given a false alarm on sensitive topics 
to the public. The  Ministry of Information of 
Cambodia has its own Fake News Monitoring 
Committee to track daily fabricated news. 
However, the focus leans more towards 
issue settlement rather than a preventive 
mechanism regarding AI-related misuse.6 
Therefore, the government collaborated with 
UNESCO to apply the AI Readiness Assessment 
Methodology in Cambodia and publish a 
national AI readiness report. This tool is the 
first systematic global framework designed 
to assess the country’s readiness for ethical 
AI, examining five key areas: legal framework, 
social and cultural context, scientific and 
educational capacity, economic environment, 
and technical infrastructure.7 Cambodia can 
strengthen its approach by learning from 
international organizations and developed 
countries that have already developed their AI 
policies, especially in the digital communication 
sector. 

To develop an appropriate and reliable AI 
governance framework, certain international 
organizations and countries’ AI ethics 
governance frameworks were proposed. This 

Towards Ethical AI Governance on  
Digital Communication Platforms in Cambodia: 
Comparative Insights from the ASEAN, EU,  
Japan, and New Zealand 

In Leavsovath and Ream Phyrobish
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chapter compares AI governance approaches 
from ASEAN, the European Union (EU), 
Japan, and New Zealand to identify lessons 
for Cambodia. ASEAN is included because 
Cambodia is part of the region and must align 
with regional digital policies. The EU provides 
strong legal frameworks like the General Data 
Protection Regulation (GDPR) and the AI Act 
that influence global digital governance. Japan 
is a key development partner supporting 
Cambodia’s digital sector through technology 
and cooperation. New Zealand offers a 
practical model for ethical and transparent 
AI governance suitable for smaller countries. 
This study focuses on AI risks in the digital 
communication sector and uses these cases to 
propose policy options for Cambodia’s ethical 
AI governance framework.

II.	 AI Risk in Digital 
Communication Platform

Regarding digital communication platforms, 
social media would serve as a bridge in 
connecting people both domestically and 
internationally. It has transformed the way 
people communicate by providing services 
for individuals to create accounts and 

channels. Contemporary, different social 
media platforms are operated by different 
companies, each has distinct systems, 
principles, and ethical frameworks. 

Based on the figure below, Facebook accounts 
for around 56.9% of global internet users, 
followed by YouTube and Instagram, according 
to GWI 2025. It is crucial to know why people 
engage in using social media. Brandtzaeg 
and Jan Heim 2009 found that people want 
to find new relations, make friends, and most 
importantly, access information.8 Connecting 
to world contents, the Reuters Institute for the 
Study of Journalism (RISJ) found that over 37% 
of adults utilize platforms like Facebook to 
access and disseminate news.9 This proves how 
user interaction and accessing information in 
digital communication platforms have slowly 
intertwined with misinformation.

People are using generative AI to create 
convincing misinformation and deepfakes, 
manipulating political narratives or voter 
behavior, and endangering country stability. 
For example, certain deep fakes on TikTok 
have polluted the United States election in 
2024. Even the regional hegemon, like the 
US, is also prone to AI-manipulated content.10 

Figure 1: Global Percentage of Self-Declared Platform Social Media Use

Source: GWI Digital Report cited from DATAREPORTAL
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In most cases, social media operators respond 
by integrating with AI, particularly concerning 
their operational systems and content 
management. Developers would inject Natural 
Language Processing (NLP) to comprehend 
multilingual text, classifying content, and 
detecting public sentiment within posts.11 AI 
algorithms are also on social media platforms 
to analyze user behavior and optimize user 
experience, by enhancing search functionality, 
but Emerging AI systems, including AI detection 
systems, are also being integrated into 
community guidelines to evaluate and manage 
inappropriate content or disinformation.12

In spite of that, AI systems still can produce 
unsafe or malicious outputs, yet transparency 
from developers remains limited. People 
unethically abuse the social media guidelines 
in place for personal gain. Therefore, even if 
private sector innovation accelerates, public 
safeguards and strong ethical governance 
from the government are mandatory to ensure 
protection and ethical use of AI without halting 
the innovation. 13  

III.	 Cambodia’s AI Readiness, 
Challenges, and 
Governance Gap 

Since AI has become trendy, Cambodia strives 
it best to catch up with the global standard to 
utilize the benefits while managing the risks.

Cambodia’s current position on AI readiness 
and its regulatory framework indicates 
significant room for growth. The Network 
Readiness Index 2024 ranks Cambodia 110th 
out of 133 countries, with a score of 35.65. 
Specific indicators highlight these gaps: in the 
technology pillar, “AI scientific publications” 
scored only 2.84 out of 100; in the people 
pillar, “AI talent concentration” and “Number 
of venture capital deals invested in AI” had 
no available index; and under the governance 
pillar, “Regulation of Emerging Technology” 
scored 35.66 out of 100.14

Moreover, despite these advancements, 
significant challenges persist. Cambodia’s 
AI readiness is still developing, making 
it challenging to regulate every aspect, 
particularly using AI to combat disinformation 
and ensure ethical governance of media 

Figure 2: Cambodia Network Readiness Index 2024

Source: Portulan Institute



15Digital Insights

International and Regional Trends

outlets. For example, there have been serious 
scams using AI-generated images of a child 
who had lost their parents to ask for donations 
illegally.15 Another example, deepfake videos 
and voice generators have been used to spread 
false information about Cambodian leaders or 
to gain political traction.16 In addition, certain 
AI or Deepfakes were misused on women’s 
privacy for social media attraction, which 
violated women’s rights.17 Those incidents 
were tackled using AI or modern technology by 
the Ministry of Information and the Ministry of 
Interior, but there should be a more safeguard 
mechanism, improved national AI expertise to 
ensure ethical and secure AI use in Cambodia.

The Royal government strives their best to 
introduce AI in “Digital Economy and Society 
2021-2035”. Following “Digital Government 
Policy 2022-2035”, which outlines sub-
strategies for AI adoption to support data 
governance, public service delivery, and 
economic innovation. As mentioned in the 
current government effort, Cambodia country 
readiness report has been published to 
evaluate the country’s AI readiness. Moreover, 
the government has also announced progress 
on the draft of the National AI Strategy, which 
is going to be published soon. AI ethics were 
mentioned as a keyword for the assessment 
as a foundational principle within these 
policy discussions, laying the groundwork for 
responsible and accountable AI use. However, 
Cambodia’s AI development is still in its early 
stages, and ethical governance will be very 
important after the assessments as learning 
from the existing policies of different countries 
and organizations is very significant. 

IV.	 AI Governance and Ethics 
Frameworks Review

1.	 EU and ASEAN as Organizational 
Frameworks

Both organizational approaches might 
look different, but they aim to make use of 
ethical principles in governing AI and provide 
protection to society.

The EU has anchored its AI strategy in a Human-
centered legal foundation, aiming to make 
sure technology serves people first. This goes 
beyond simple ethics; the EU actively designs 
algorithms to include legal and economic 
checks against any violations of human rights, 
personal data, or privacy.18 Crucially, the EU’s 
Digital Education Action Plan 2021–2027 was 
adopted before the recent wave of generative 
AI tools and focuses more broadly on digital 
skills, media and information literacy, 
and strengthening educators’ capacity. Its 
emphasis on critical thinking and responsible 
use of digital technologies nevertheless 
provides a useful basis for addressing 
emerging challenges such as generative-AI-
driven misinformation. 

On the other hand,  ASEAN prefers a pragmatic 
approach, like “soft law” over strict regulation. 
Its key guides, including the ASEAN Guide 
on AI Governance and Ethics (2024),19 with 
an expanded version on Generative-AI in 
(2025), with the non-binding principles from 
fairness to accountability.20 The framework is 
flexible for ASEAN members with different AI 
readiness, and promotes interoperability and 
digital integration across the region.21

2.	 Japan and New Zealand as National 
Framework Case Studies

Organizational frameworks offer strong 
credibility; however, national frameworks 
from high-tech countries also serve as a good 
model. Japan, known as a technological leader 
in Asia, has adopted a few AI frameworks 
even amid its stagnation in innovation. 
Japan’s contemporary position itself in a 
global race in ethical principles to align with 
its society 5.0. Its AI Governance Strategy, 
initiated by the Ministry of Internal Affairs and 
Communications (MIC) and the Ministry of 
Economy, Trade and Industry (METI), is divided 
into two primary eras: the period before Gen 
AI and the subsequent era after Generative AI. 
Below is the list of AI frameworks and ethical 
development in Japan since 2015.22 
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Table 1: History of AI and Its Governance Strategy in Japan  

Timeline Strategy or Policy Guidelines Institutions

Initial Period 

(≈2015 -2017)
AI Technology Strategy

MIC: Draft AI R&D 
Principles

MIC: Draft AI R&D 
Guidelines for 
International Discussion

AIST – Artificial 
Intelligence Research 
Center (AIRC)

RIKEN – Center for 
Advanced Intelligence 
Project (AIP)

OECD AI 
Principles & 
first national 
strategy (2019)

AI Strategy 2019: AI 
for Everyone

OECD Council 
Recommendation on AI 
(OECD AI Principles)

MIC: AI Utilization 
Guideline

CAO: Social Principles of 
Human-centered AI

AI Strategy 
Implementation Council

AI Japan R&D Network 

From Principle 
to Practice 
(≈2020–2022)

AI Strategy 2022 

METI: AI Governance in 
Japan Version 1.1 

METI: Governance 
Guidelines for 
Implementations of AI 
Principles Version 1.1 

METI Expert Group on 
How AI Principles Should 
be Implemented

AI Strategy 
Implementation Council

Fourth AI Boom (Generative AI) 
AI Strategy Council (AISC) was established in May 2023

After Gen AI: 
integrated 
soft-law 
framework 
(2024–2025)

Consolidation of 
earlier guidelines 
into AI Guidelines for 
Business

MIC/METI: AI Guidelines 
for Business Version 1.0 
and Version 1.1 

MIC & METI as co-issuers

Japan AI Safety Institute 
(J-AISI) within IPA 
(Information-technology 
Promotion Agency

National Institute 
of Information and 
Communications 
Technology (NICT): GPAI 
Tokyo Expert Center (July 
2024)
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Based on Table 1, before the Gen AI period, 
Japan began drafting “AI R&D Guidelines” in 
2017 to promote best practices in using AI for 
research and fostering societal harmony.23 
Moreover, publication was the “AI Utilization 
Guidelines” in 2019, which aimed to promote 
the safe and reliable use of AI systems and 
products with Human-centered values 
for both business and public services.24 
Following the introduction of Gen AI, Japan 
issued additional guidelines, such as the “AI 
Guidelines for Business” and even a Bill on “AI 
Act,” to strengthen previous R&D guidelines.25 

However, these guidelines, so far, do not fully 
capture the ethical governance of Gen AI within 
digital communication platforms, though they 
do address certain aspects like transparency 
and fairness in providing or using AI services.

As for New Zealand’s framework, the Public 
Service AI Framework focuses on a “light-touch, 
proportionate, and risk-based approach”26 on 
existing legislation rather than enacting new AI 
law. 27 What feature in this country’s framework 
is the integration of the Treaty of Waitangi, 
which includes the perspective of the Māori 
indigenous group on AI development? The 
frameworks emphasize human-centeredness, 
transparency, and accountability to support 
the safeguarding of each legislation.28

Both countries have different approaches to 
implementing their AI guidelines, but they are 
strengthening their AI guidelines to become 
binding legislation. 

V.	 Relevance and Applicability 
to Cambodia’s Policy 
Context

Cambodia’s draft National AI strategy is in the 
process of collecting more input from relevant 
stakeholders, with a specific focus on ethical 
governance under the Government plan. 
Hence, organizational frameworks from ASEAN 
and the EU, and national frameworks from 
Japan and New Zealand would support the 
finalization of the strategy, or further develop 
a specific focus on Digital Communication 
Platform governance to ensure its alignment 
with international.

1.	 Risk-Based Approach 

The approach to risk management in AI 
governance is implicitly integrated into its 
non-binding framework, where principles like 
“security and safety” and “robustness and 
reliability” are mentioned.

For the EU, Cambodia could adopt AI ethics 
governance in education by using the EU’s 
Digital Education Action Plan (2021-2027). 
By adjusting the EU’s data rules for schools, 
Cambodia can create plans for teachers to 
use AI responsibly, which will encourage 
critical thinking.29 A risk-focused approach that 
combines fact-checking and user-friendly tools 
for media awareness is needed to counter 
disinformation and improve digital skills 
related to AI ethics in Cambodia.

Toward an 
AI Act–type 
framework 
(2024–2025)

Tentative Interim 
Report 

Bill on the Promotion 
of Research, 
Development and 
Use of AI-related 
Technologies

The Interim Report 
itself is not a “principle” 
document but a policy/
legislative design paper; 
it builds on earlier soft-
law (AI Guidelines for 
Business, Governance 
Guidelines, etc.).

AI Strategy Council

Cabinet / Cabinet Office 
(CSTI) as the submitting 
authority for the AI Bill

 
Source: Center for Strategic & International Studies | Japan Chairs
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For ASEAN, ASEAN’s 2025 Expanded Guide 
helps member states address AI risks. Though 
not required, Cambodia, as a member, might 
adopt the guide on AI governance and ethics. 
This guide focuses on generative AI and advises 
on handling deepfakes, misinformation, and 
copyright issues.30 This decentralized model 
relies on individual nations to implement risk 
assessments tailored to their specific contexts 
and capacities.31 

For Japan, Cambodia can learn from the 
coming AI Bill, which focuses on AI tech 
research, growth, and use. The bill’s focus on 
risk-based governance offers a way to include 
legal and ethical rules with ways to check for 
violations like copyright issues, fake news, and 
deepfakes.32  

For New Zealand, Light-touch, proportionate, 
and risk-based approach helps leverage 
existing legislation as “guardrails” (e.g., “safety 
and security”) to guide public sector agencies 
in applying robust risk management, ensuring 
traceability of data, and minimizing harm from 
AI systems, which might be a viable option for 
Cambodia.33

2.	 Agile Regulation

Agile regulation is essential for maintaining 
pace with the rapid advancements in AI 
technology. Drawing on the European 
Union, this organizational AI Act provides for 
voluntary regulatory sandboxes, allowing high-
risk AI systems to be tested under supervision 
before deployment.34 The Act is risk-based and 
largely technology-neutral, while still defining 
special rules for some AI categories. Thus, 
Cambodia could draw on this approach for its 
own AI ethics governance on new AI products 
or media platforms related. 

ASEAN’s “soft law” approach could provide a 
degree of adaptability, allowing for updates like 
the 2025 Generative AI guide to address new 
technological risks without requiring complex 
legislation across ten diverse countries.35 This 
enables rapid policy responses to emerging AI  

challenges, advancing flexibility and regional 
interoperability for Cambodia as a member 
state. 

From Japan, Cambodia can learn from the 
“AI Guidelines for Business”, which focus on 
adaptive governance, with generative AI added 
as one of the agendas. Generative AI’s flexibility 
helps with business tasks like communication, 
but its governance needs to be overseen 
without adding too much burden.36 Cambodia 
could adopt this approach to see its credibility. 

From New Zealand, a choice to rely on existing 
laws and principles-based frameworks as risks 
arise aims to prevent static governance from 
becoming obsolete, facilitating continuous 
monitoring and evolution of policies. 
Employing such monitoring policies would 
provide a practical ethical standard for the 
Cambodian AI approach.

3.	 Human-Centricity

Human-centered approaches to AI are always 
shaped by cultural settings and by the ways 
societies choose to deploy and govern these 
systems. In the EU, the Trustworthy AI Guideline 
mainly highlights accountability, transparency, 
and unbiased use of AI to enhance the system 
and improve human welfare. In communication 
platforms, the guidelines mentioned the 
protection of user rights; however, Cambodia’s 
capacity to monitor the harmful uses of AI is 
currently limited. Therefore, Cambodia should 
explore ways to measure the level of human-
centredness within its AI applications.

In ASEAN, its Human-centered approach to 
AI mainly places particular emphasis on the 
cultural context of people from different 
communities. The guide explicitly mentioned 
“Human-centricity” as a core principle, 
attempting to make an AI system to respect 
human-centered values and pursue benefits 
that are important for society as a priority. This 
principle is often interpreted through the lens 
of maximizing public good and ensuring AI 
serves diverse populations across the region.
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Regarding Japan, its “Social Principles of 
Human-centered AI,” adopted in 2019, 
is somewhat similar to the other two 
organizational frameworks. These principles 
aim to promote fundamental human rights 
without affecting individuals’ rights, while 
also incorporating diversity and inclusivity in 
AI use.37 Though Generative AI or AI in social 
media are not specifically named, ethical 
AI should still protect human rights. It is still 
important to have some rules for how people 
should act when using AI, mainly in places 
like social media, online news, and political 
communication, where AI-generated content 
can distort public debate and undermine 
trust. However, adopting a semi-governance 
approach to human behavior when using AI 
remains necessary, especially in a country like 
Cambodia, which is particularly vulnerable to 
misinformation.

Lastly in New Zealand, Public Service AI 
Framework also strongly promotes a Human-
centered approach, emphasizing that AI 
should respect “the rule of law, democratic 
values and human rights and Labor rights” and 
ensure human oversight. A unique and highly 
significant aspect of New Zealand’s Human-
centricity is the explicit incorporation of the 
Treaty of Waitangi and the critical consideration 
of Te Ao Māori (Māori worldviews), mātauranga 
Māori (Māori knowledge), and tikanga (Māori 
customs) in AI development.38 This approach 
is also relevant for Cambodia, where AI can 
both promote cultural heritage and generate 
harmful side effects that require careful 
scrutiny.

In conclusion, the four AI governance 
approaches from the EU, ASEAN, Japan, and 
New Zealand help offer valuable insights for 
Cambodia’s development under the draft 
of the National AI Strategy. These can help 
improve the benchmark of the published RAM 
and further strengthen AI ethical governance 
adoption in the future.

VI.	 Policy Synthesis 
and Actionable 
Recommendations

Cambodia’s draft National AI Strategy (2025-
2030) would provide an excellent opportunity 
to leverage AI for national development while 
injecting necessary ethical safeguards.39 The 
core principle of this strategy relies on a 
Human-centered approach that specifically 
respects Khmer culture, language, and societal 
values.40 It is unfortunate that specific AI 
legislation remains absent, and foundational 
laws like the Personal Data Protection Law and 
cybersecurity frameworks are still in progress; 
therefore, strategic guidance is critically 
important.41

By synthesizing the ethical guidance policies, 
Cambodia’s policy direction is informed by 
both regional and global governance models, 
offering a pragmatic and flexible lens: 

Regional Alignment (ASEAN)

As an active ASEAN state member, Cambodia 
can directly embed the regional AI framework’s 
emphasis on transparency, fairness, and 
accountability. This foundational ethical 
guidance is crucial in combating the risks 
of misinformation and deepfakes within 
Cambodia’s growing media landscape.42 

Global Adaptation (EU, Japan, New 
Zealand)

Frameworks from international offer models 
for adaptive governance. For example, the 
EU’s approach supports AI system trials in 
regulatory sandboxes, while Japan focuses on 
the proposed AI Act to govern AI usage. New 
Zealand emphasizes robust checks within 
existing structures. These examples provide 
useful insights for flexible regulation that is 
less restrictive.43 
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Cultural Preservation

A key Human-centered element is the 
commitment to ensure that AI development 
respects Khmer culture, language, and societal 
values, preventing misrepresentation by 
globally trained models. The MPTC is already 
proactively working to address this concern 
by building culturally aware AI models and 
multicultural benchmarking datasets.44 

In synthesis, Cambodia can effectively combine 
these models, from adopting the overarching 
principle-based ASEAN guidance, to integrating 
pragmatic risk-based approaches from global 
partners, as well as firmly embedding its 
powerful example of culturally embedded 
Human-centricity into any sub-strategy of the 
draft strategy and future ethical governance 
development.45 

VII.	 Actionable 
Recommendations for 
the Royal Government of 
Cambodia 

Cambodia needs to build explicit ethical 
guidelines for AI in digital communication, 
instead of only depending on the forthcoming 
National AI Strategy, considering AI’s growing 
reach in these platforms.

Adopt a Hybrid Regulatory Model for 
Ethical Definition 

Cambodia should blend global principles with 
local adaptability by pursuing a dual-track 
approach:

•	 Integrate Principle-Driven Frameworks: 
Incorporate ASEAN’s AI Governance 
and Ethics guides (2024), plus its 2025 
work on generative AI, into relevant 
national policy. The focus should be on 
algorithmic bias and data misuse on 
communication platforms.

•	 Adapt Existing Legal Structures: Adapt 
current laws on cybersecurity, privacy, 
and digital rights to include AI uses on 

social media. Doing so addresses the 
issue faster than creating new, separate 
laws and incorporates ethical standards 
into current regulations.

Embed Ethical Oversight Institutionally

Cambodia must establish or utilize an existing 
mechanism to institutionalize ethical oversight, 
ensuring transparency and accountability:

•	 Empower a Governance Body: To 
advance the draft National AI Strategy, 
the government should either reinforce 
the current working group or form a 
specialized, multi-party team, preferably 
under the leadership of the MPTC.

•	 Mandate and Focus: This group would 
create ethical guidelines and tech 
standards emphasizing openness, 
fairness, and human control in AI. 
It would also supervise ethical risk 
reviews for digital tools like social 
media algorithms and represent 
national interests in ASEAN and global 
discussions, ensuring flexible responses 
to changes.

Ensure Ethical Alignment in Legal Drafting

AI ethics should be part of the legal system to 
ensure AI is used responsibly in online media: 

•	 Legal Integration: UNESCO’s AI Readiness 
Report says AI ethics should guide the 
creation of current data protection and 
cybersecurity laws. 

•	 Rights Protection: Ethical AI governance 
does not restrict freedom of 
expression; it aims to limit the harm 
caused by misinformation, algorithmic 
manipulation, and biased moderation 
while ensuring that digital rights 
are clearly defined and protected. 
International cooperation, such as 
UNESCO-led assessments, can help 
Cambodia develop rights-based and 
context-appropriate ethical standards 
for managing AI risks in digital media.
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VIII.	Conclusion
In conclusion, the study thoroughly emphasizes 
that Cambodia has limited capability in 
governing AI ethical use and misinformation, 
which affects the livelihood of people and 
the operation of the government. Despite 
receiving support from UNESCO on the AI 
readiness assessment and already drafting 
the National AI Strategy, Cambodia needs 
to further strengthen ethical AI governance 
on digital communication platforms. The 
existing framework comparisons from the 
EU, ASEAN, Japan, and New Zealand would 
serve as benchmarks for designing context-
appropriate policy approaches. Therefore, 
gradual development would help build a 
robust draft of the National AI Strategy and 
promote greater inclusiveness in ethical AI 
governance in Cambodian society.
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I.	 Introduction
Advances in generative artificial intelligence 
(AI) have outpaced regulatory frameworks in 
Southeast Asia, creating a mismatch between 
rapid adoption and the establishment of 
necessary governance.1 This lag has created 
a regional governance gap, a risk that could 
undermine public trust, safety, and cross-
border collaboration on AI deployment. As 
a response, ASEAN member states released 
the ASEAN Guide on AI Governance and Ethics 
(ASEAN AI Guide 2024) in February 2024, 
outlining shared principles and recommended 
best practices for implementing trustworthy 
AI across the region.2 As a landmark policy 
document, the guide aims to build consumer 
trust and enable the responsible, cross-border 
deployment of AI services and solutions. 
This guide has since been expanded with the 
release of the Expanded ASEAN Guide on AI 
Governance and Ethics-Generative AI (Gen AI 
Guide 2025). The Gen AI Guide complements 
the ASEAN AI Guide 2024 by addressing policy 
considerations specific to generative AI. It 
explores both the opportunities and risks 
associated with Gen AI and recommends a 
set of policy actions to support its responsible 
adoption across ASEAN.

While the ASEAN AI Guides are a critical 
step toward regional alignment, actual 
implementation across member states has 
been uneven due to differences in institutional 
capacity, digital infrastructure, legal systems, 
and political priorities. Against this backdrop, 

this chapter examines Cambodia in terms of 
its progress in operationalizing the ASEAN 
AI Guide guidelines into national policy and 
regulatory frameworks. This chapter will also 
recommend a practical, scalable roadmap for 
harmonizing AI governance implementation 
in Cambodia, tailored to national capacities. 
This chapter has five sections, starting from 
the introduction and background, an overview 
of ASEAN AI Governance and its progress in 
Cambodia, before providing conclusions and 
recommendations to improve the Cambodia’s 
AI governance agenda for its AI Governance 
Strategy.

II.	 Background
AI governance is critically important in 
Cambodia as the country accelerates its digital 
transformation and seeks to harness artificial 
intelligence for economic growth, public 
service delivery, and innovation. With rapidly 
emerging technologies, there is a pressing 
need to ensure that AI systems are developed 
and used responsibly, ethically, and safely. 
Effective governance helps prevent harms such 
as bias, misinformation, and privacy violations, 
while fostering public trust and accountability. 
It also enables the country to align with regional 
and international standards, particularly the 
ASEAN AI Governance and Ethics Guidelines, 
supporting cross-border cooperation and 
digital trade. Moreover, strong governance 
ensures that AI benefits are distributed fairly, 
helping to bridge digital divides and protect 
the rights and well-being of all Cambodians.

Operationalizing ASEAN’s AI 
Governance Guidelines: 
A Policy Implementation Study 
in Cambodia  

Catherine Setiawan
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III.	 ASEAN AI Governance
AI governance refers to the processes, 
standards, and guardrails that help ensure 
AI systems and tools are safe and ethical.3 Its 
frameworks guide the research, development, 
and use of AI to promote safety, fairness, 
and respect for human rights. Effective AI 
governance involves oversight mechanisms 
to manage risks like bias, privacy violations, 
and misuse while encouraging innovation 
and trust. It offers a structured framework 
to reduce these risks, incorporating policies, 
regulations, and data governance. Regulation 
of AI is needed to address risks to vulnerable 
populations, protect privacy, and address 
ethical issues of AI use.4 The ASEAN AI 
Governance chronology, development, and 
comparison can be seen in Table 1 below.

1.	  ASEAN AI Guide 2024

The ASEAN AI Guide 2024,5 was endorsed 
at the 4th ASEAN Digital Ministers’ Meeting 
in February 2024. This guide is the first 
regional AI ethics framework that offers 
common principles and best practices for AI 
deployment in commercial and non-military 
contexts. It provides a flexible, risk-based 
approach tailored to the diverse digital 
readiness and governance capacities of ASEAN 
member states. This guide consists of seven 
key principles:

•	 Transparency and Explainability: AI 
systems should be designed and 
operated in a way that allows people to 
understand how they work and make 
decisions.

•	 Fairness and Equity: AI systems should 
be unbiased and avoid discrimination 
against any individual or group.

•	 Security and Safety: AI systems must be 
secure and resilient throughout their 
lifecycle.

•	 Robustness and Reliability: AI systems 
should perform consistently and as 
intended.

•	 Human-centricity: AI should prioritize 
human well-being and autonomy.

•	 Privacy and Data Governance: AI 
systems must uphold data privacy and 
ensure responsible data management.

•	 Accountability and Integrity: There 
should be clear responsibility for the 
development, deployment, and use of 
AI systems, with mechanisms in place 
to address any harms they may cause.

Table 1. ASEAN AI Governance: Chronology, Development and Comparison

Document Date Focus Area Purpose

ASEAN AI Guide 
2024

February 2024
Ethical 
principles

Establish regional baseline for AI

Gen AI Guide 2025 January 2025
Generative AI 
risks/benefits

Address Gen AI-specific policies

ASEAN Responsible 
AI Roadmap 
(2025–2030)

July 2025
Implementation 
strategy

Operationalize guides across 
ASEAN
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2.	 Gen AI Guide 2025

The expanded Gen AI Guide 2025,6 was 
released at the 5th ASEAN Digital Ministers’ 
Meeting in January 2025. This version extends 
the original ASEAN AI principles to address the 
unique risks and opportunities of generative 
AI technologies, such as mistakes and 
anthropomorphism, inaccurate responses and 
disinformation, deepfakes, impersonation, 
fraudulent and malicious activities, 
infringement of intellectual property rights, 
privacy and confidentiality, and propagation 
of embedded biases. This Guide also explores 
frontier and systemic risks posed by long-term 
evolution in the capabilities of highly advanced 
Gen AI models, but which are not widespread 
in ASEAN at this time. The guide introduces 
additional considerations for the seven guiding 
principles set out in the ASEAN AI Guide 2024, 
namely:

•	 Need for transparency around content 
origin and model behavior; disclosure 
when outputs may be synthetic or 
hallucinated

•	 Awareness of bias propagation in 
generated content; ensuring linguistic, 
cultural, and demographic inclusivity in 
training data

•	 Mitigation of misuse risks: deepfakes, 
impersonation, prompt injection, data 

poisoning; adversarial vulnerabilities

•	 Addressing hallucinations and factual 
inaccuracies, establishing incident-
reporting protocols and risk assessment 
regimes

•	 Introducing shared responsibility 
across developers, deployers, and 
users; human oversight over content-
generated decisions

•	 Strengthening IP compliance, 
anonymization, and traceability; 
preventing reconstruction of private 
data in outputs

•	 Clarifying liability among ecosystem 
actors; requiring governance 
frameworks for lifecycle accountability

Moreover, this guide also offers a range 
of policy recommendations for ASEAN to 
consider for promoting the trusted and 
responsible use of Gen AI in the region while 
addressing the risks previously mentioned. 
Recommendations are especially related to 
accountability, data, trusted development 
and deployment, incident reporting, testing 
and assurance, security, content provenance, 
safety and alignment research & development, 
and AI for public good.  Details can be seen in 
Table 2 below.

Table 2. Key Policy Recommendations for Generative AI use in ASEAN

Explanation

A.	 Establish Shared Accountability Across the Ecosystem

•	 Clarify roles and responsibilities among AI developers, deployers, distributors, and 
end users.

•	 Promote responsible behavior and decision-making throughout the AI lifecycle.

B.	 Ensure High-Quality, Lawful, and Diverse Training Data

•	 Use datasets that are accurate, representative, legally obtained, and inclusive 
(especially of ASEAN languages and cultures).

•	 Protect against embedded bias and discrimination in training data.
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C.	 Design for Trustworthy Development and Deployment

•	 Integrate safety-by-design, explainability, and alignment mechanisms into model 
architecture.

•	 Support “red teaming” and adversarial testing before deployment.

D.	 Implement Incident Reporting Mechanisms

•	 Create clear protocols to report, document, and respond to AI system failures or 
misuse (e.g., deepfake abuse or hallucinations).

•	 Promote regional information-sharing across ASEAN.

E.	 Develop Testing, Assurance, and Evaluation Standards

•	 Use evaluation benchmarks and risk assessments tailored to ASEAN contexts 
(language, use cases, digital maturity).

•	 Align with international standards while allowing local flexibility.

F.	 Strengthen AI Security

•	 Protect Gen AI systems from vulnerabilities such as prompt injection, adversarial 
attacks, and data leakage.

•	 Encourage “security by design” throughout model development and deployment.

G.	 Enable Content Provenance and Traceability

•	 Promote watermarking, disclosure labels, and other tools to verify whether content 
was AI-generated.

•	 Support user awareness and content authentication infrastructure.

H.	 Invest in Safety and Alignment R&D

•	 Fund collaborative regional research on value alignment, interpretability, and red-
teaming methods.

•	 Create testbeds and sandboxes across ASEAN Member States.

I.	 Leverage Gen AI for Public Good

•	 Encourage applications in education, healthcare, disaster response, and other 
sustainable development goals (SDGs).

•	 Promote access for underserved communities and small businesses.

Source: Gen AI Guide 2025
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3.	 ASEAN Roadmap on AI 2025-2030

The ASEAN Responsible AI Roadmap (2025-2030),7 is developed to provide actionable steps for 
ASEAN policymakers and stakeholders to create the ideal conditions for responsible AI to flourish 
in the region, as well as for ASEAN Member States (AMS) to leverage and enable responsible 
AI in a meaningful, impactful, and sustainable manner by 2030. This roadmap is developed to 
complement the ASEAN AI Guide 2024 and Gen AI Guide 2025. The roadmap is divided into 
“Cross-Cutting and Targeted” activities. Cross-Cutting activities were designed for ASEAN and its 
sectoral bodies/committees to coordinate efforts, approaches, and resources for integrated AI 
operationalization; while Targeted activities were designed to give AMS tailored objectives and 
outcomes for AI operationalization based on the maturity/readiness level of their national AI 
ecosystems. Details can be seen in Table 3 below.

Table 3. Cross-Cutting and Targeted Activities: Pillars

Activities Pillars

Cross Cutting Skills & Capacity Building: Improving the skills and knowledge that are essential for 
a workforce to benefit from a digitalized global economy, with an emphasis on AI-
related know-how.

Fairness & Inclusion: Enhancing the visibility and voice of vulnerable, at-risk, or 
marginalized communities in the design and implementation of AI products, 
services, policies, and regulations.

Governance & Participation: Foster an inclusive, representative, and consultative 
approach in the development of AI governance and regulatory frameworks to 
ensure that AI systems remain Human-centered and inclusive.

Integration & Cooperation: Expanding the platforms for regional and global dialogue 
around key AI trends and issues.

Targeted Internal Governance Structures and Measures: Promote awareness and support 
for the development and implementation of national AI policies, frameworks, 
strategies, and regulations.

Skills & Knowledge for Responsible, AI-Augmented Decision-Making: Promote 
and strengthen skills, capabilities, and knowledge-sharing among the public and 
private sectors, educational institutions, and civil society to develop and deploy AI 
responsibly.

Risk Mitigation, Monitoring Mechanisms, and Operations Management: Strengthen 
and promote the use of risk mitigation and monitoring and evaluation tools across 
the public and private sectors to mitigate risks and biases, minimize harm from AI, 
and align with responsible AI principles.

Stakeholder Coordination & Regional Cooperation on AI: Promote regional efforts to 
develop common principles and a guiding approach to operationalizing responsible 
AI and align national efforts with the work of the ASEAN Working Group on AI 
Governance.

Source: ASEAN Roadmap on AI 2025-2030 
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IV.	 Cambodia AI Governance
Cambodia does not have a comprehensive AI 
law, but Sub-Decree 110 dated 21 July 2017 
on ICT Licensing Regime indirectly affects AI 
suppliers, including importers, distributors, 
and developers of AI.8 Thus far, Cambodia,9 is 
making progress toward developing a National 
Artificial Intelligence Strategy (NAIS), with 
the vision to “leverage artificial intelligence to 
increase productivity and generate added values, 
uplifting citizens’ quality of life, strengthening and 
broadening the bases of sustainable and inclusive 
economic and social development, and building 
a prosperous future of Cambodia’s digital 
technology”. The aim is to improve citizens’ 
literacy and skills, leverage AI for enhancing 
digital government, promote economic 
development, enhance the AI ecosystem, and 
manage AI risks.10

The Ministry of Post and Telecommunications 
(MPTC) is mandated to lead the work related to 
AI backbone infrastructure and AI governance 
and to coordinate with relevant ministries 
and institutions to develop policy frameworks 
and strategies on AI governance. While the 
Ministry of Industry, Science, Technology & 
Innovation (MISTI), is mandated to lead the 
work related to AI research and development 
and to coordinate with relevant ministries 
and institutions to prepare a roadmap on AI 
research and development.11  The AI Strategy 
itself is developed by MPTC, in collaboration 
with United Nations Educational, Scientific and 
Cultural Organization (UNESCO) and United 
Nations Social and Economic Commission 
for Asia and the Pacific (UNESCAP) with the 
objective of strengthening Cambodia’s AI policy 
and AI governance frameworks.12 The country’s 
AI preparedness was assessed using UNESCO’s 
Readiness Assessment Methodology (RAM),13 
which provides a comprehensive evaluation 
of its capacity to govern AI systems ethically 
and inclusively. The MPTC and UNESCAP are 
collaborating on the formulation of an NAIS 
aligned with the Cambodia Digital Economy 
and Society Policy Framework 2021-2035 and 
the Digital Government Policy 2022-2035.14

On 11th June 2025, the MPTC made an 
announcement on the progress of preparing 
and opening public consultation on Draft 
National AI Strategy,15, and inviting the public 
to provide feedback on the draft of the 
National AI Strategy (version 4), to regulate 
the fast-developing technology in a country 
with no standalone AI laws and limited data 
protection.16 The Draft AI Strategy (Latest 
online: version 5) has six key priorities on 
human resource and development; data, 
infrastructure and key technologies; promoting 
AI adoption and development for Digital 
Government; Promoting sectoral adoption 
and development (education, healthcare, 
agriculture, manufacturing, tourism, MSMEs, 
finance, transport, digital); promoting ethical 
and responsible AI, promoting collaboration, 
research development and innovation.17

At the recent 2025 World Artificial Intelligence 
Conference and High-Level Meetings on 
Global AI Governance in Shanghai, China 
(26-28 July 2025),18 H.E. Dr. Hul Seingheng 
(the Undersecretary of State at the MISTI) 
outlined Cambodia’s commitment to 
building a future-ready digital economy by 
integrating AI into industry, SMEs, and all 
socio-economic sectors. The efforts focus 
on building full-bodied digital infrastructure, 
promoting AI integration, and nurturing a 
technology-friendly policy environment. He 
also emphasized Cambodia’s priorities for 
global AI governance, including investment in 
human capital, regional fellowships, ethical AI 
use, and cross-border research collaboration. 
MPTC said the draft strategy will set ethical 
standards, transparency rules, and oversight 
mechanisms.



32 Digital Insights

The Future of AI for Development

As of mid-2025, Cambodia continues to build its legal and policy foundations for AI governance 
primarily through national strategies and frameworks, with binding legislation still in progress.19  
While the country has made strides in improving digital readiness,20 several areas remain under 
development, including,21 enhancing cybersecurity capabilities, integrating AI technologies 
into public sector operations, and increasing investment in research, talent development, and 
infrastructure to support more advanced AI applications.

Table 4. Cambodia AI Governance Progress

Area Status / Focus

Institutional Framework
MPTC is explicitly leading the planning and drafting of the 
national AI strategy 2025-2030

Ethical Readiness
UNESCO-supported AI RAM is completed, with the report 
already published; its recommendations feed directly into the 
draft national AI strategy 2025-2030

ASEAN Collaboration

Cambodia participates in ASEAN AI governance processes, such 
as the co-adoption of the ASEAN AI Guide (2024), the Expanded 
GenAI Guide and ASEAN Responsible AI Roadmap (2025), and 
hosts AI adoption side events and runs national consultations 
and translations of these documents.

Key Policy Pillars

Human resource and development; data, infrastructure, and key 
technologies; promoting AI adoption and development for Digital 
Government; Promoting sectoral adoption and development 
(education, healthcare, agriculture, manufacturing, tourism, 
MSMEs, finance, transport, digital); promoting ethical and 
responsible AI, promoting collaboration, research development, 
and innovation.

Timeline

11 June 2025: MPTC opened a public consultation for the Draft 
National AI Strategy. 

1–2 July 2025: National workshop on the Draft NAIS and launch 
of the AI Readiness Assessment Methodology report

2 July 2025: the latest publicly available text is the Draft National 
Artificial Intelligence Strategy 2025–2030 (Version 5)

August 2025: According to MPTC’s April 2025 press release on 
AI governance, the plan was to submit the finalized NAIS to 
the National Digital Economy and Society Council for review 
and decision in August 2025. As of late 2025, publicly available 
sources still refer to the document as a draft, and there is no 
official announcement confirming its formal approval.”

Source: Author’s compilation based on UNESCO (2025), MPTC (2025), ASEAN (2024)
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V.	 Cambodia Integration of 
ASEAN AI Guidelines into 
National Governance 
Efforts 

Despite the existing gaps, Cambodia remains 
actively engaged at the regional level, 
contributing to the ASEAN AI Guide 2024, the 
ASEAN Responsible AI Roadmap, as well as 
the Gen AI Guide 2025.22Cambodia engaged in 
ASEAN-led consultations, and its AI framework 
includes considerations consistent with 
ASEAN’s seven guiding principles and Gen AI 
guide 2025, emphasizing on ethical standards, 
transparency, Human-centered AI, and 
regional collaboration, incorporating principles 
like transparency, fairness, accountability, data 
privacy, and human oversight into national 
planning core principles from the ASEAN 
frameworks.23 Moreover, during the ASEAN 
COSTI-85 meeting in June 2024, Cambodia 
hosted a high-level policy dialogue involving 
ASEAN states, The Asia Foundation, and 
Stanford’s Human-Centered AI Institute on 
fairness, bias, and human-centered AI adoption. 
However, full integration is ongoing, as the 
national strategy is still under finalization.

VI.	 Conclusion
Cambodia is making progress toward 
developing a national governance framework 
for AI and is actively shaping its AI strategy in 
alignment with ASEAN’s ethical and human-
centered frameworks, though full integration 
remains in progress. Cambodia also 
demonstrates strong regional engagement 
and commitment to ASEAN’s AI governance 
principles, despite its draft national AI strategy 
is still being finalized. Thus far, Cambodia’s 
draft AI strategy reflects ASEAN values of ethics, 
transparency, and human oversight, reinforcing 
its role in regional AI governance. Despite 
remaining gaps, Cambodia is positioning itself 
as a committed regional partner in advancing 
responsible and inclusive AI governance.

VII.	 Recommendation
Cambodia can better promote and harmonize 
AI Governance nationally, through:

•	 Improving AI Integration in the public 
sector: Cambodia can develop AI 
procurement guidelines and standards 
for public sector use, and train civil 
servants on AI literacy and management.

•	 Improving gaps in research, talent, 
and infrastructure: Cambodia needs 
to expand digital literacy programs 
nationwide, targeting marginalized and 
rural populations; establish scholarships, 
fellowships, and exchange programs 
focused on AI and data science, 
and upgrade digital infrastructure 
(broadband, cloud computing) to 
support AI experimentation and 
deployment. Additionally, funding for AI 
R&D in universities and innovation hubs 
needs to be increased.

•	 Improving digital readiness: private 
sectors and startups can be encouraged 
to develop localized AI solutions, as well 
as regional collaboration on shared AI 
tools and resources to leverage ASEAN 
economies of scale.

Cambodia also needs to develop its 
cybersecurity capabilities through partnering 
with ASEAN and international bodies for 
cybersecurity capacity building and knowledge 
sharing, to be able to invest in strengthening 
the national cybersecurity infrastructure with 
AI-specific safeguards.
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I.	 Introduction
Artificial Intelligence (AI) has rapidly moved 
to the forefront of national digital agendas 
worldwide. By 2025, at least 75 countries 
had adopted national AI strategies or formal 
frameworks, reflecting AI’s growing role in 
economic policy and public-service reform.1 2 
In Cambodia, the government likewise views 
AI as a catalyst for digital transformation 
and sustainable development. The Royal 
Government’s Pentagonal Strategy – Phase 
I (2023) elevated “Technology” as one of 
its five key priorities, underscoring digital 
innovation as fundamental to achieving 
Cambodia’s Vision 2050.3 Building on this 
vision, Cambodia enacted foundational digital 
policies – notably the Digital Economy and 
Society Policy Framework 2021–2035 and 
the Digital Government Policy 2022–2035 
– which identify AI among the transformative 
tools to modernize infrastructure, spur public-
sector innovation, develop human capital, and 
establish standards for the digital age.4 5

At the same time, Cambodia has committed 
to international and regional frameworks for 
ethical technology governance. In November 
2021, it joined all UNESCO Member States in 
adopting the Recommendation on the Ethics of 
Artificial Intelligence, the world’s first global AI 
ethics instrument.6 This commitment, along 
with Cambodia’s active role in ASEAN’s efforts 
on AI ethics and governance, set the stage 
for a systematic assessment of the nation’s AI 
readiness. By late 2024, Cambodia embarked 
on a comprehensive AI Ethics Readiness 

Assessment using UNESCO’s methodology 
(RAM) – an internationally recognized tool to 
evaluate a country’s preparedness to govern 
AI in a responsible, human-centric manner.7 
8 The aim was not only to take stock of the 
current AI ecosystem, but also to generate 
evidence-based recommendations that would 
inform the country’s forthcoming National AI 
Strategy (NAIS).

This paper analyses how Cambodia translated 
UNESCO’s AI ethics readiness assessment 
(RAM) into a National AI Strategy, and what 
this process suggests for emerging economies 
designing ‘ethics-by-design’ AI roadmaps. 
Section II discusses how existing national 
policies and institutional arrangements laid the 
groundwork for the RAM exercise. Section III 
highlights key findings from the AI Readiness 
Assessment and its recommendations. Section 
IV then outlines the process of drafting 
Cambodia’s National AI Strategy in 2024–2025, 
showing how RAM insights were translated 
into strategic priorities. Section V considers 
ways forward, including implementation of the 
NAIS and steps to ensure Cambodia harnesses 
AI for inclusive and ethical development. 
Throughout, the paper uses a policy-analytic 
lens, focusing on Cambodia’s specific context 
– its institutions, digital policy frameworks, 
and international commitments. The goal is to 
extract Cambodia’s experience that can guide 
its next steps and offer insights for a replicable 
model for emerging economies integrating 
ethics-by-design into AI strategy.

Readiness Assessment and the 
Development of National AI Strategy 
in Cambodia

 Chanty Pisal and Bunhong Taing
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II.	 From National Policies to 
Readiness Assessment

Cambodia has established a policy foundation 
that recognized the importance of digital 
transformation and, specifically, AI. Cambodia’s 
Digital Economy and Society Policy 
Framework 2021–2035, adopted in 2021, 
set a 15-year vision to build a vibrant digital 
economy, 9 identifying emerging technologies 
like AI, data analytics, and blockchain as 
new drivers of growth and innovation. It 
called for developing digital infrastructure, 
nurturing digital talent, promoting research 
and development, and enabling e-government 
services – all prerequisites for effective 
AI deployment. Complementing this, the 
Cambodia Digital Government Policy 2022–
2035, launched in 2022, outlined a roadmap 
to leverage digital technologies including AI 
and IoT to improve public service delivery and 
citizen quality of life.10 The Digital Government 
Policy explicitly lists AI as a focus area for 
innovation in government operations and 
commits to developing the necessary legal 
frameworks, standards, and human capacity 
for digital governance.11 In essence, these two 
national policies acknowledged AI as a strategic 
enabler for Cambodia’s development, even 
though a dedicated AI strategy did not yet exist. 
They also emphasized principles like digital 
inclusion, trust, and security – which align with 
ethical AI considerations.

The Pentagonal Strategy – Phase I enshrined 
technological advancement as a pillar of 
Cambodia’s socio-economic agenda.12 This 
signaled to all ministries that integrating digital 
tools is a national priority. Indeed, in early 
2025 the government delineated institutional 
responsibilities for AI: the Ministry of Post and 
Telecommunications (MPTC) was mandated 
to lead on AI infrastructure and governance, 
including coordinating AI policy and strategy 
development; the Ministry of Industry, Science, 
Technology & Innovation (MISTI) was tasked 
with driving AI research and development 
efforts (and developing an AI R&D roadmap); 

the Ministry of Education, Youth and Sport 
(MoEYS) was assigned to lead AI-related 
education initiatives; and every line ministry 
was instructed to promote AI research, 
development and adoption within its own 
sector.13 This clear division of labor – formalized 
by government decision in April 2025 – ensured 
that by the time Cambodia moved to assess AI 
readiness, key institutions knew their roles. 

On the international front, Cambodia’s 
commitment to ethical AI governance 
strongly influenced its decision to undertake 
the readiness assessment. The country’s 
endorsement of UNESCO’s Recommendation 
on the Ethics of AI in 2021 bound it to uphold 
principles like human rights, transparency, 
inclusivity, and accountability in AI policy.14 
UNESCO subsequently developed the 
Readiness Assessment Methodology (RAM) 
as a tool to help countries translate those 
ethical principles into practice. Recognizing the 
opportunity, MPTC and CADT partnered with 
UNESCO to implement the RAM in Cambodia 
as a step toward a national AI action plan. 
This effort was also later supported by the 
UN Economic and Social Commission for 
Asia-Pacific (UNESCAP), which had launched 
a regional initiative to assist ASEAN countries 
in AI strategy development. In fact, UNESCAP 
convened expert consultations for the 
Cambodia NAIS in early 2025 and provided 
technical feedback on drafts.15 Such multilateral 
support reinforced Cambodia’s own policy 
goals, marrying local context with international 
best practices.

By late 2024, all the pieces were in place to 
officially evaluate Cambodia’s AI readiness. 
On 12 November 2024, Cambodia launched 
its AI Ethical Readiness Assessment process 
(see Figure 1).16 CADT led the technical work 
in collaboration with MPTC and guidance 
from UNESCO’s experts. Over the following 
months (Nov 2024–Feb 2025), data were 
collected across five dimensions – legal, social, 
educational/scientific, economic, and technical 
– through extensive surveys and stakeholder 
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consultations.17 The assessment engaged more than 300 participants from government, 
academia, industry and civil society, including representatives of 26 ministries and agencies.18 
Such a whole-of-society approach was unprecedented in Cambodia’s tech policymaking; it 
ensured that diverse perspectives (from telecom regulators and tech startups to educators and 
ethicists) were captured. In February 2025, CADT and UNESCO organized validation workshops to 
review preliminary findings and draft recommendations with national stakeholders,19 fostering 
consensus on priorities. The stage was then set to leverage these insights – first by finalizing the 
RAM country report, and next by using its findings as the evidence base for Cambodia’s National 
AI Strategy.

Figure 1: The Implementation of the UNESCO AI RAM in Cambodia20

III.	 The AI RAM: Findings and Recommendations
In July 2025, Cambodia completed UNESCO’s Ethics of AI Readiness Assessment, becoming the 
fourth country in Southeast Asia to do so (after Indonesia, Thailand, and the Philippines).21 The 
RAM report provided the first holistic portrait of Cambodia’s AI ecosystem, assessing strengths 
and gaps in each of the five dimensions. Overall, the assessment confirmed Cambodia’s strong 
commitment and vision for AI, while highlighting significant challenges to address before AI can 
be safely and widely adopted. Some key findings are summarized below by RAM dimension:

•	 Legal and Regulatory22: Cambodia has begun developing core legal instruments for the 
digital age, including draft laws on personal data protection and cybersecurity, alongside 
access-to-information and data governance policies under preparation. However, no AI-
specific law or national policy was in force during the RAM period, and regulatory gaps 
remain in areas such as AI use in public procurement and liability for AI-related harms. 
Data governance is particularly weak: Cambodia scored 37 out of 100 in the 2022 Open 
Data Inventory (ranking 150th of 195 countries), reflecting limited data availability, 
fragmented government information systems, and the absence of international open data 
commitments. The RAM therefore recommended accelerating the adoption of key digital 
laws, developing AI governance guidelines, and piloting regulatory sandbox mechanisms to 
enable innovation while informing future AI-specific regulation.

•	 Social and Cultural23: Cambodia demonstrates strong commitment to ethical and inclusive 
AI, reflected in “AI for Good” initiatives (e.g., Khmer Braille and Sarika) and efforts to develop 
an open-source Khmer large language model to support local-language AI applications. 
However, inclusion challenges persist. Women remain significantly underrepresented in 
STEM fields (around 17 percent of graduates), and rural–urban and socio-economic digital 
divides continue to limit equitable access to AI benefits. Public understanding of AI remains 
low, as reflected in Cambodia’s modest e-participation score (0.32/1) and heightened 
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vulnerability to online misinformation 
and AI-enabled abuse. The RAM 
therefore recommended nationwide 
AI literacy and awareness campaigns, 
integration of AI into school curricula 
and teacher training, and targeted 
measures to promote gender inclusion 
and context-appropriate AI tools aligned 
with Khmer language and local needs.

•	 Scientific and Educational24: 
Cambodia’s education and research 
sector is increasingly engaging with 
AI, but investment in advanced skills 
and R&D remains limited. Digital skills 
development is a national priority, 
supported by the Digital Education 
Roadmap and emerging AI and data 
science programs in higher education, 
including CADT’s Master’s in Data Science 
and AI with an AI ethics component 
developed with UNESCO. Use of basic 
AI tools is growing among students 
and lecturers. However, structural 
constraints persist: national R&D 
spending stands at just 0.09 percent of 
GDP, no dedicated AI research center 
exists, AI research output remains 
modest, and many institutions lack 
adequate computing infrastructure 
and updated curricula. The RAM 
therefore recommended strengthening 
AI capacity through increased public 
R&D investment, establishment of a 
national AI research center or resource 
hub, expanded teacher training and 
curriculum integration, and enhanced 
international research collaboration 
to accelerate skills development and 
innovation.

•	 Economic25: Cambodia views AI 
as a key driver of productivity and 
economic diversification, but evidence 
of adoption and impact remains 
limited. AI applications are emerging 
in government pilots (such as Khmer-
language translation and predictive 
analytics) and in private sectors including 

finance, agriculture, tourism, and 
e-commerce. However, AI integration in 
the economy is still at a nascent stage. 
Systematic data on AI adoption by firms, 
AI-related employment, and private 
sector R&D spending are largely absent, 
and high-tech exports account for only 
6.6 percent of manufactured exports. 
To accelerate AI-enabled growth, the 
RAM recommended sector-specific AI 
action plans, targeted incentives for 
business and SME adoption, improved 
data collection on the digital economy, 
and the use of innovation sandboxes 
and start-up incubation to strengthen 
the domestic AI ecosystem.

•	 Technical and Infrastructural26: 
Cambodia has achieved strong basic 
digital connectivity—mobile broadband 
coverage exceeds 95 percent, internet 
penetration is above 70 percent, and 
electricity access is nearly universal—
and has introduced platforms such as 
CamDX to support digital government 
integration. However, AI-enabling 
infrastructure remains limited. High-
performance computing, large-scale 
data storage, and domestic cloud 
capacity are scarce; the country has 
only two Tier-III data centers, with 
a National Data Center still under 
development. Constraints in computing 
power, limited Khmer-language 
data for AI applications, fragmented 
government information systems, 
and low participation in international 
AI standards bodies further hinder AI 
development. To address these gaps, 
the RAM recommended investing in 
shared AI infrastructure (including cloud 
and high-performance computing), 
strengthening data governance through 
an Open Data Policy and data-sharing 
framework, establishing a National AI 
Lab as an experimentation sandbox, and 
increasing engagement in international 
AI standard-setting initiatives.
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Beyond diagnosing gaps, the RAM issued 
more than 30 actionable recommendations 
that effectively shaped Cambodia’s National AI 
Strategy. Core priorities included establishing a 
multi-stakeholder AI governance mechanism; 
fast-tracking adoption of the National AI 
Strategy with clear objectives and evaluation 
mechanisms; accelerating enabling legislation, 
particularly the Personal Data Protection 
Law and access-to-information frameworks; 
and developing national and sector-specific 
ethical AI guidelines grounded in transparency, 
fairness, and human oversight.27 The RAM also 
emphasized investment in AI education and 
literacy, strengthening digital infrastructure 
and data ecosystems (including open data 
and Khmer-language resources), and boosting 
research, innovation, and international 
collaboration through dedicated programs 
and sandbox environments.28 As UNESCO 
underscored, the RAM provides a “clear 
roadmap” for embedding ethical principles into 
Cambodia’s AI development from the outset.29 
The Cambodian government demonstrated 
early ownership of these recommendations by 
translating them directly into the NAIS drafting 
process described below.

IV.	 The Drafting of Cambodia’s 
National AI Strategy

Even as the RAM was being finalized in the first 
half of 2025, Cambodia had already initiated 
the drafting of its National AI Strategy (NAIS) 
in parallel. The strategy development was 
a year-long, iterative process led by MPTC’s 
technical working group, with milestones 
carefully synchronized with the RAM findings 
and broader consultation efforts. This section 
outlines how the NAIS was formulated, 
including key inputs, stakeholder engagement, 
and the resulting strategic framework.

Cambodia’s National AI Strategy development 
formally began in early 2024. On 5 March 
2024, the Royal Government approved 

MPTC’s proposal to lead the strategy drafting, 
followed by the establishment of an inter-
ministerial Artificial Intelligence and Data 
Science Research and Development Working 
Group in April 2024.30 Between April 2024 
and February 2025, the Working Group 
conducted 12 internal meetings and produced 
an initial draft informed by preliminary RAM 
findings, international AI strategies, and global 
frameworks from UNESCO and the OECD.31 
Regional guidance, including the ASEAN AI 
Governance Principles adopted in early 2024, 
was also integrated to ensure alignment with 
ASEAN priorities. Overall, the initial draft 
sought to adapt international best practices to 
Cambodia’s national development and digital 
policy context. 

Expert consultations: Following completion 
of the initial draft, Cambodia undertook 
external expert consultations to refine the 
strategy. From 19 February to 18 March 2025, 
UNESCAP facilitated virtual consultations with 
over 30 AI experts from across the Asia-Pacific 
region, whose feedback informed a revised 
draft completed in late March 2025.32 This was 
followed by a two-day Deep Dive Workshop in 
Phnom Penh on 7–8 April 2025, co-organized 
by MPTC, UNESCO, and UNESCAP, which 
enabled a detailed review of the draft and 
direct integration of validated RAM findings, 
particularly on ethical AI, inclusion, and 
prioritization of strategic actions. The process 
resulted in draft of NAIS reflecting a more 
focused and evidence-based strategy. 

Government and public consultations: In 
May 2025, MPTC conducted capacity-building 
and inter-ministerial consultations to integrate 
sectoral priorities into the draft strategy. 
These inputs culminated in NAIS Draft v4 by 
20 May 2025, which was released for public 
consultation on 11 June 2025.33 A national 
consultation workshop held on 1–2 July 2025, 
alongside the launch of the UNESCO RAM 
report, brought together over 450 stakeholders 
from government, the private sector, civil 
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society, and development partners to review the draft.34 Feedback from this process was 
incorporated into NAIS Draft v5, which served as the near-final version of the strategy. 

Strategic framework of NAIS: it is a comprehensive document charting Cambodia’s AI 
development path for the coming years to 2030. It opens with an ambitious vision: “Promote artificial 
intelligence adoption and development, for increasing productivity and generating added value, to 
improve citizens’ quality of life and enhance sustainable and inclusive socio-economic development.35” 
This vision captures the dual aim of the NAIS – to harness AI for economic and governance gains, 
and to do so in a way that benefits all Cambodians. From this, the strategy derives five overarching 
goals: (1) upgrade citizens’ digital capabilities; (2) harness AI for digital government; (3) promote 
economic development through AI; (4) strengthen the national AI ecosystem (infrastructure and 
innovation); and (5) manage the risks of AI to ensure it is safe and ethical.

Figure 2: Six Strategic Priority of the Draft NAIS36

•	 To realize these goals, the NAIS is built around six Strategic Priorities (as illustrated in 
Figure 2), each with a dedicated set of strategies and initiatives:

•	 Pillar 1: Human Resource Development37 – focusing on cultivating AI talent and literacy. 
This includes a national AI literacy campaign to raise general awareness, integration of AI 
topics into general and technical education, “train-the-trainer” programs, and scholarships. 
A flagship objective is to produce “1,000 AI talents in 5 years,” through new degree and 
certification programs in AI and data science, as well as encouraging STEM education in 
schools. Leadership training (for government and business leaders to understand AI) is 
also planned. This pillar directly addresses the skills gap identified in the RAM.

•	 Pillar 2: Data, Infrastructure, and Key Technologies38 – aiming to bolster the foundational 
digital infrastructure and resources needed for AI. Key actions include promoting cloud 
adoption in both public and private sectors to increase affordable access to computing 
power; developing and implementing a national Data Governance Policy and accelerating 
the Open Data initiative to ensure data availability and interoperability; creating large Khmer 
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language datasets and knowledge 
graphs to fuel local AI applications; and 
investing in key technologies such as a 
Khmer Natural Language Processing 
and Speech technologies, and even 
exploring the development of a Khmer 
Large Language Model (LLM). A major 
proposal is to establish a National 
AI & Data Science Research Center, 
which would serve as a hub for R&D 
and provide shared high-performance 
computing resources. 

•	 Pillar 3: Promoting AI Adoption and 
Development for Digital Government39 
– aligns with the Digital Government 
Policy and proposes the use of AI to 
improve public services and government 
operations. It focuses on identifying 
and piloting priority government use 
cases—such as AI-enabled public 
service chatbots, data analysis for 
policymaking, and administrative 
automation—and on strengthening AI 
capacity within the civil service, including 
the Digital Government Technical Team 
at MPTC and technical units in line 
ministries. By scaling AI applications 
in e-government, including existing 
pilots such as automated translation on 
government websites, the pillar aims 
to enhance efficiency and build public 
trust in AI. Oversight is provided by the 
Digital Government Committee under 
MPTC to ensure coherence with digital 
government reforms.

•	 Pillar 4: Promoting Sectoral Adoption 
and Development40 – recognizes that AI’s 
impact extends beyond the technology 
sector and targets eight priority 
areas: agriculture, health, education, 
finance, manufacturing/industry, 
tourism, transport and logistics, and 
Micro, Small, and Medium Enterprises 
(MSMEs) including e-commerce. For 
each sector, the NAIS identifies potential 

AI applications and sector-specific 
strategies, such as smart farming and 
crop analytics in agriculture; medical 
imaging, telemedicine, and public health 
analytics in health; AI-enhanced learning 
tools and education management 
systems; chatbots, fraud detection, 
and inclusive fintech in finance; 
automation, predictive maintenance, 
and quality control in manufacturing; AI-
enabled tourism services and planning 
analytics; and route optimization and 
traffic management in transport. Line 
ministries and sector regulators are 
expected to integrate AI into their 
respective sectoral plans, with public-
private partnerships encouraged to 
pilot applications and enable data 
sharing, ensuring broad-based AI-driven 
development across the economy (see 
Figure 3).

•	 Pillar 5: Promoting Ethical and 
Responsible AI41 – focuses on managing 
AI risks and ensuring alignment with 
societal values, in line with the RAM 
and UNESCO’s ethics framework. 
It envisages the development of a 
National AI Governance Framework and 
National Guidelines on AI Ethics and 
Governance, drawing on ASEAN and 
UNESCO principles to guide government 
and industry on fairness, transparency, 
privacy, and accountability. The pillar 
reinforces the urgency of enacting and 
enforcing the Personal Data Protection 
Law and proposes technical compliance 
tools such as algorithmic audits, AI 
impact assessments, and mechanisms 
for identifying AI-generated content. 
It also emphasizes sector-specific risk 
management, the establishment of an 
oversight body or multi-stakeholder AI 
advisory council, and public awareness 
campaigns on AI risks and benefits to 
ensure responsible adoption as AI use 
expands.
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•	 Pillar 6: Promoting Collaboration, Research, Development and Innovation42 – highlights 
cross-cutting enablers to sustain Cambodia’s AI ecosystem through whole-of-government 
coordination, public–private–academic collaboration, and international engagement, 
including within ASEAN and global AI initiatives. It sets out actions to increase AI-related 
R&D funding, encourage private-sector innovation and startups, and establish research 
facilities such as an AI research center and an AI Resource Center or knowledge hub. The 
pillar also promotes international research partnerships and exchange programs, and 
assigns responsibility for monitoring and evaluating NAIS implementation, including the 
formation of an inter-ministerial implementation committee and annual progress reviews.

 
Figure 3: Illustrative AI Applications in Priority Sectors 

(Strategic Priority 4 – Promoting Sectoral Adoption and Development)43

The NAIS document details 42 strategic measures across these six pillars. Each measure corresponds 
to specific programs or policy actions, complete with designated lead agencies, timelines, and 
expected outputs. This level of detail is meant to facilitate implementation. The NAIS also outlines 
an implementation and governance mechanism to coordinate these efforts. It proposes that 
the existing MPTC-led Working Group on AI & Data Science continue as an Inter-Ministerial 
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Implementation Committee once the strategy 
is formally adopted. This Committee would 
report to the Digital Government Committee 
(DGC) – which is chaired by the Minister of 
MPTC and includes representatives from all 
major ministries – for high-level oversight and 
to ensure alignment with digital government 
and digital economy policies. Furthermore, the 
strategy calls for each ministry to designate 
an AI focal point (a technical expert or senior 
official) who will liaise with the Committee and 
drive sector-specific AI initiatives. 

Finalization and current status: Minor 
revisions were made, resulting in NAIS Version 
6 and presented in the 8th Digital Government 
Committee Meeting.44 It is expected to serve 
as a roadmap through 2030. The journey of 
developing this strategy – from initial readiness 
assessment to a full-fledged policy document 
– has been characterized by a high degree of 
stakeholder engagement, evidence-based 
planning, and alignment with both national 
goals and international principles. Cambodia’s 
NAIS is thus poised to be one of the first in the 
Least Developed Countries (LDC) group and a 
model for how to proactively and responsibly 
embrace AI. Dr. Phinith Chanthalangsy of 
UNESCO’s regional office lauded Cambodia’s 
completion of the RAM and progress on 
the NAIS as “a major milestone in its digital 
transformation journey,” noting it offers a 
roadmap for ethical AI at a critical time as 
Cambodia aims for LDC graduation and deeper 
digital economy integration.45 The focus now 
shifts to turning this strategy from paper to 
practice.

V.	 Ways Forward
Cambodia’s National AI Strategy (NAIS) provides 
a clear strategic direction; however, its success 
relies on the immediate prioritization of actions 
that translate this framework into coordinated 
practice.

First, finalize adoption and establish an 
implementation mechanism. Because the 
NAIS is not yet formally adopted, the immediate 
priority is to complete the endorsement 
process and operationalize the coordination 
structure envisioned in the strategy. This 
includes empowering MPTC to convene an 
inter-ministerial implementation arrangement, 
clarify roles across ministries, and ensure 
political follow-up so the strategy does not stall 
at the drafting stage.

Second, operationalize Ethical and 
Responsible AI governance. As emphasized 
by the RAM and UNESCO’s ethics framework, 
Cambodia should move early on the NAIS’s 
responsible AI pillar by developing practical 
governance instruments—such as national 
AI ethics and governance guidelines, tools for 
risk and compliance (e.g., impact assessments 
or audit mechanisms), and sector-specific risk 
management approaches. Advancing core 
enabling legislation and enforcement capacity 
for data protection remains central to this 
priority.

Third, drive AI adoption in priority sectors 
through targeted pilots and partnerships. 
To convert strategy into visible outcomes, 
Cambodia should focus on adoption in key 
sectors identified in the NAIS (including digital 
government and priority economic and social 
sectors) through well-scoped pilots and 
public–private collaboration. Early “quick wins” 
can build institutional learning and public 
trust, while generating evidence for scaling, 
budgeting, and future regulatory refinement.
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I.	 Introduction

1.	 Understanding Artificial Intelligence 
Integration in Higher Education

Artificial Intelligence (AI) is rapidly becoming 
a foundation of technological innovation 
across various industries, including education. 
In higher education, AI has the potential to 
transform teaching and learning by providing 
personalized educational experiences, 
automating administrative processes, and 
utilizing advanced data analytics to monitor and 
enhance the student performance.1 However, 
the successful integration of AI technologies in 
educational systems is not merely dependent 
on the availability of technology but also on 
the attitudes, perceptions, and acceptance of 
these technologies by key stakeholders such 
as students and teachers.2

Understanding why users accept or reject 
technologies is essential to the effective 
implementation of AI. The Technology 
Acceptance Model (TAM), developed by 
Davis (1989), has been generally investigated 
to study how users come to accept and 
use the technology.3 The model posits that 
perceived usefulness (PU) and perceived 
ease of use (PEOU) are primary determinants 
of technology adoption. PU refers to the 
degree to which a person believes that using 
a particular system would enhance their 
job performance, while PEOU refers to the 
extent to which a person believes that using 
the system would be free of effort.4 Building 
on TAM, the Unified Theory of Acceptance 
and Use of Technology (UTAUT) proposed by 

Venkatesh et al. (2003) incorporates additional 
constructs such as social influence (SI) and 
facilitating conditions (FC).5 These models 
have been extensively validated across 
various contexts and technologies, including 
in educational settings.6 In the context of AI 
in education, emerging concerns about AI’s 
ethical implications, particularly related to 
data privacy, fairness, and algorithmic bias, 
are increasingly recognized as critical factors 
shaping user acceptance. Ethical concerns 
can significantly influence whether students 
and teachers are willing to embrace AI tools.7 
Even though extensive research exists on AI 
adoption in developed countries, there is a 
notable lack of empirical studies focusing on 
developing regions such as Southeast Asia 
and specifically Cambodia. Addressing this 
gap is crucial for understanding how AI can 
be effectively and responsibly integrated in 
diverse educational contexts. 

2.	 National AI Strategy and Challenges 
for Ethical AI Integration in Cambodia’s 
Higher Education

Cambodia is actively developing a national 
framework for AI that aims to balance 
innovation with ethical and responsible 
use. The Royal Government, through the 
Ministry of Post and Telecommunication 
(MPTC), is finalizing its first National Artificial 
Intelligence Strategy. This draft strategy, 
shaped by stakeholder consultations, technical 
workshops, and international collaboration, 
focuses on six strategic priorities: human 
resource development; data, infrastructure, 
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and technologies; AI for digital government; 
sectoral adoption; ethical and responsible 
AI; and research and innovation.8 With 41 
strategic measures, the government seeks 
to position Cambodia as a skilled AI adopter 
in the short term and an active participant in 
global AI development in the longer term.9

Complementing this strategy is the Cambodia 
Digital Government Policy 2022–2035, 
which guides the country’s broader digital 
transformation efforts. This policy seeks to 
improve public service delivery and citizen 
trust through coordinated digitalization, with 
AI piloted in key sectors including education, 
health, agriculture, banking, and public 
administration.10  Cambodia has also engaged 
in UNESCO’s Ethics of AI Readiness Assessment 
Methodology (RAM) and has officially launched 
its completed country report, a major 
milestone in its digital transformation journey. 
This helps to ensure that upcoming policies 
embed ethical, rights-based, and inclusive 
digital transformation principles. As of mid-
2025, Cambodia is in an active policy-making 
stage, AI systems are not yet comprehensively 
regulated, but primary legal instruments and 
guidelines are in development to address 
concerns over data protection, transparency, 
and responsible AI innovation.11 

Despite these policies, there are remaining 
challenges in integrating AI effectively within 
Cambodia’s higher education sector. The 
key challenges in AI usage and practices 
in Cambodia’s higher education include 
inadequate technological infrastructure, 
limited access to digital resources, and varying 
levels of digital literacy among students, and 
gaps in AI literacy and training.12 Moreover, 
the fast growth of AI development raises 
ethical and privacy concerns that need careful 
consideration, particularly in contexts with 
underdeveloped regulatory frameworks.13 It is 
costly for many students to access the internet, 
which limits the use of AI-driven learning tools 
effectively. There is also a reported shortage 
of localized AI tools and resources in the 

Khmer language,14 which hinders the practical 
usability and inclusiveness. This digital divide 
risks worsening existing inequalities within the 
education system and limits the full potential 
of AI as a tool for learning enhancement.15 

Finally, the policy and strategic frameworks for 
AI in education remain in progress. The need for 
a socially responsive, equitable digital strategy 
that considers Cambodia’s socio-economic 
context is important to promote responsible 
AI adoption and data governance in the 
education sector. Stakeholder collaboration 
among government, educational institutions, 
and international partners is emphasized as 
key to overcoming these challenges, balancing 
the approach between technology and human 
elements in higher education.16 

3.	 Purposes of the Chapter

The purpose of this chapter is to investigate 
and understand the various factors that 
shape students’ attitudes and acceptance 
of AI technologies within Cambodia’s higher 
education context. Specifically, the chapter 
seeks to answer the following research 
questions:

•	 What are the perceptions of students 
regarding the usefulness and ease 
of use of AI technologies in higher 
education?

•	 How do social influence, facilitating 
conditions, and ethical concerns impact 
the behavioral intention to use AI 
technologies?

•	 To what extent do students in 
Cambodian higher education 
institutions use AI technologies in their 
academic activities?

The chapter uncovers how students’ 
perceptions of AI’s usefulness and ease of 
use influence their willingness to adopt and 
engage with AI tools in learning and academic 
pursuits. Additionally, it seeks to examine the 
roles of social influence, facilitating conditions, 
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and ethical concerns in shaping students’ 
behavioral intentions toward AI use. Finally, 
the study intends to measure the actual 
extent of AI technology usage by students in 
Cambodian higher education institutions.

II.	 Methods

1.	 Research Design

This chapter employs a quantitative research 
design to examine the attitudes and 
acceptance of AI technologies among students 
in higher education institutions in Cambodia. 
A quantitative approach is particularly suited 
for this chapter as it allows for the systematic 
collection and analysis of data from a large 
sample, providing a more generalizable 
understanding of the factors influencing AI 
acceptance.17 The chapter is cross-sectional, 
gathering data at a single point in time 
to explore the relationships between key 
variables.

2.	 Participants

The chapter sample consists of 256 students 
(149 females) from various higher education 
institutions (HEIs) in Cambodia. The selection of 
participants was based on a random sampling 
technique, ensuring representation across 
different universities and academic disciplines. 
This approach was chosen to capture a diverse 
range of perspectives and experiences with AI, 
which is crucial for understanding the general 
attitudes and acceptance of these technologies 
in the Cambodian higher education context.

3.	 Data Collection

Data was collected through a structured 
survey questionnaire designed to measure 
the key dimensions of TAM. The survey was 
distributed electronically via emails, telegram 
groups and in the classrooms facilitated by the 
teachers. 

The survey instrument was developed based 
on the existing literature. For instance, PU and 
PEOU were measured using items adapted 
from Davis (1989),18 while SI and FC were 
measured using items adapted from Venkatesh 
et al. (2003).19 Participants were asked to 
respond to each item using a five-point Likert 
scale ranging from 1 (strongly disagree) to 5 
(strongly agree). The reliability analyses show 
high internal consistency for all constructs 
(Cronbach’s alpha above 0.90), confirming that 
items within each scale consistently measure 
the same underlying concept, thus providing 
confidence in the validity of these results.

Table 1: Reliability Score

Scale Mean SD Cronbach’s α

PU 3.473 0.952 0.917

PEOU 3.402 0.924 0.912

ATT 3.449 0.967 0.922

BI 3.407 0.976 0.938

SI 3.304 0.926 0.925

FC 3.19 0.96 0.924

EPC 3.418 0.949 0.917

Note: PU = Perceived Usefulness, PEOU = Perceived 
Ease of Use, ATT = Attitude toward AI, BI = Behavioral 

Intention, SI = Social Influence, FC = Facilitating 
Conditions, EPC = Ethical and Privacy Concern

4.	 Data Analysis
Data analysis was conducted using Jamovi 
version 2.5.5. Descriptive statistics were first 
computed to provide an overview of students’ 
overall attitudes and perceptions toward AI. 
The Shapiro–Wilk test was used to assess 
normality, and although results indicated 
significant deviations (p < .001), the large sample 
size (N = 256) allowed for the assumption of 
approximate normality in accordance with 
the Central Limit Theorem.20 The independent 
samples t-tests were performed to compare 
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male and female students’ mean scores on 
key constructs. In addition, one-way analysis 
of variance (ANOVA) was conducted to test 
significant differences among academic 
disciplines. Where significant effects were 
found, Tukey HSD post hoc tests were applied 
to identify specific group differences.21

Boxplots and histograms were generated to 
visually assess the distribution of responses 
and to measure the central tendency 
and outliers for each construct. These 
visualizations complemented the numerical 
analysis by illustrating how responses were 
clustered around the upper end of the Likert 
scale. To further explore response patterns 
and categorize students based on their levels 
of AI acceptance, a K-means cluster analysis 
was conducted using key variables (PU, 
PEOU, ATT, BI, SI, FC, EPC, and AU). ANOVA 
tests were subsequently used to confirm 
significant mean differences between clusters 
across all constructs. Finally, hierarchical 
multiple regression analysis was employed to 
examine the predictive relationships among 
the constructs. The model assessed how PU, 
PEOU, ATT, SI, FC, and EPC influenced students’ 
behavioral intention to use AI, and how 
behavioral intention influenced. The findings 
from these analyses collectively identified the 
key factors shaping students’ acceptance and 
utilization of AI technologies.

III.	 Findings

1.	 Students’ Perceptions and Attitudes 
Toward AI in HEIs

The descriptive statistics indicate that 
students generally perceive AI technologies 
as beneficial and moderately easy to use. 
For PU, students agreed that AI enhances 
academic performance (M = 3.48, SD = 1.02), 
improves educational quality (M = 3.47, SD 
= 1.07), supports personalized learning (M 
= 3.50, SD = 1.08), and aids decision-making 
in academic activities (M = 3.45, SD = 1.08). 
Similarly, PEOU ratings show moderate 
agreement that AI is user-friendly (M = 3.46, 
SD = 0.98) and relatively easy to integrate 
into learning purposes (M = 3.41, SD = 1.05), 
though respondents felt slightly less certain 
about the mental effort required (M = 3.32, SD 
= 1.04). The results reflect an overall positive 
view of AI’s usefulness and accessibility, which 
is essential for adoption.

Students expressed a generally favorable 
attitude toward AI, highlighting excitement for 
its potential to enhance education (M = 3.52, 
SD = 1.05) and belief in its important role in 
modern learning environments (M = 3.51, SD 
= 1.16). The Behavioral Intention to use AI was 
also moderately positive, with intentions to 
explore more AI tools (M = 3.42, SD = 1.09), 
recommend AI use to others (M = 3.44, SD = 
1.07), and continue using AI despite challenges 
(M = 3.39, SD = 1.03). Regarding SI, students 
moderately agreed that peers, colleagues, 
and leadership support AI adoption (M = 3.30, 
SD = 0.926), though the endorsement is not 
overwhelming. EPC was notable, with students 
agreeing that AI should be used responsibly (M 
= 3.52, SD = 1.08) and transparently, free from 
bias (M = 3.37, SD = 1.09). 
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Table 2: Descriptive Statistics (N=256)

Items Mean SD
Percentiles

25th 50th 75th

Using AI technologies enhances my academic 
performance/teaching effectiveness. (PU1) 3.48 1.02 3 4 4

AI technologies improve the quality of education 
in my institution. (PU2)

3.47 1.07 3 4 4

The use of AI in education allows for more 
personalized learning/teaching experiences. 
(PU3)

3.50 1.08 3 4 4

AI technologies help in making more informed 
decisions in academic/teaching activities. (PU4) 3.45 1.08 3 4 4

Learning to use AI technologies is easy for me. 
(PEOU1)

3.42 1.09 3 3 4

AI technologies are user-friendly and easy to 
interact with. (PEOU2)

3.46 0.98 3 4 4

I find it easy to integrate AI technologies into my 
academic/teaching practices. (PEOU3) 3.41 1.05 3 3 4

Using AI technologies does not require a lot of 
mental effort. (PEOU4)

3.32 1.04 3 3 4

I have a positive attitude toward the use of AI 
technologies in education. (ATT1)

3.41 1.06 3 3 4

I believe that AI can play an important role in 
modern education. (ATT2)

3.51 1.16 3 4 4

I am excited about the potential of AI to enhance 
the learning/teaching experience. (ATT3) 3.52 1.05 3 4 4

I believe that the advantages of using AI in 
education outweigh any potential disadvantages. 
(ATT4)

3.36 1.02 3 3 4

I intend to use AI technologies in my future 
academic/teaching activities. (BI1)

3.38 1.07 3 3 4

I plan to explore more AI tools and resources to 
enhance my academic/teaching practices. (BI2) 3.42 1.09 3 4 4

I am likely to recommend the use of AI 
technologies to others in my institution. (BI3)

3.44 1.07 3 4 4

I will continue to use AI technologies even if I 
encounter challenges. (BI4)

3.39 1.03 3 3 4

I believe that AI technologies will help me 
achieve better educational outcomes.  (PE1) 3.46 1.07 3 4 4

AI can help improve efficiency in my academic/
teaching activities. (PE2)

3.36 1.09 3 3 4
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Using AI technologies will allow me to 
accomplish tasks more quickly. (PE3)

3.55 1.08 3 4 4

AI technologies can enhance the learning/
teaching experience by providing new insights. 
(PE4)

3.43 1.02 3 4 4

It is easy for me to become proficient in using AI 
technologies. (EE1)

3.33 1.05 3 3 4

I find AI technologies easy to use. (EE2) 3.41 1.05 3 3 4

Using AI technologies does not require extensive 
technical knowledge. (EE3)

3.21 1.06 2 3 4

I feel confident in my ability to use AI 
technologies effectively. (EE4)

3.25 1.08 2.75 3 4

People important to me think I should use AI 
technologies in my academic/teaching activities. 
(SI1)

3.31 1.01 3 3 4

My peers and colleagues encourage the use of AI 
technologies in education. (SI2)

3.31 1.02 3 3 4

The leadership at my institution supports the 
integration of AI technologies in education. (SI3) 3.30 1.04 3 3 4

There is a positive attitude toward AI 
technologies within my institution. (SI4)

3.30 1.02 3 3 4

My institution provides adequate training on the 
use of AI technologies. (FC1)

3.17 1.09 2 3 4

I have access to the necessary resources to use 
AI technologies in my academic activities. (FC2) 3.25 1.05 3 3 4

The technological infrastructure at my institution 
supports the use of AI technologies. (FC3) 3.15 1.04 3 3 4

I can get help from technical support when I 
encounter problems with AI technologies. (FC4) 3.20 1.07 2.75 3 4

I am concerned about the privacy of my data 
when using AI technologies. (EPC1)

3.41 1.05 3 3.5 4

I believe that AI technologies should be 
transparent and free from bias. (EPC2)

3.37 1.09 3 4 4

The ethical implications of using AI in education 
concern me. (EPC3)

3.37 1.02 3 3 4

I believe that AI technologies should be used 
responsibly in education. (EPC4)

3.52 1.08 3 4 4

Note: Scale (1 = Strongly Disagree; 2 = Disagree; 3 = Neutral; 4 = Agree;5 = Strongly Agree) 
Minimum = 1; Maximum = 5
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The 50th (median) and 75th percentiles were identical for several items (both = 4), indicating 
that at least half of the students selected “Agree.” This clustering of responses around the upper 
category reflects a generally favorable attitude toward AI use, accompanied by limited variability 
among high-end responses. The overlap between the median and upper quartile also suggests 
a mild ceiling effect, whereby students tended to agree with positive statements about AI but 
seldom chose the highest response option (“Strongly Agree”). These results imply that students 
perceived AI as beneficial and relevant, yet their responses remained moderate rather than 
strongly affirmative.

2.	 AI Usage in Cambodian Higher Education

The analysis of AI-based tool usage among Cambodian university students indicates moderate 
engagement. On a 5-point scale (1 = Never; 5 = Very Often), mean scores for ten usage items 
range from 2.99 to 3.19, reflecting usage from “occasionally” to “often,” but not “very often.” 
Activities such as general educational purposes and AI-related topic exploration show slightly 
higher engagement (means > 3.15), while advanced or specialized tasks remain less frequent. 
Most students report occasional to frequent use (25–40%), with very frequent use (<10%) limited 
and rare/never use (3–10%) minimal. These findings suggest growing acceptance of AI tools in 
Cambodian higher education, though adoption is largely non-routine. Barriers such as access, 
confidence, and institutional policies constrain widespread use. To foster consistent integration, 
investments in infrastructure, training, and awareness of diverse AI applications are essential.
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3.	 Group Differences in Attitudes and Acceptance of AI

3.1. Gender Comparison 

The independent samples t-test was conducted to compare male and female students’ attitudes 
and acceptance of AI in higher education across eight constructs: PU, PEOU, ATT, BI, SI, FC, EPC, 
and AU. Results indicate no statistically significant differences between genders (p > 0.05 for all 
constructs). Although male students reported slightly higher mean scores for PU, ATT, BI, EPC, 
and AU, and the female students scored marginally higher on PEOU, SI, and FC, these differences 
were not significant. 
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Across eight constructs in figure 1, male and female students show broadly similar perceptions 
with small gaps (mostly under 0.2 points). Both groups rate PU and EPC highest, indicating strong 
recognition of usefulness. Female students score PEOU, ATT, SI, and (FC slightly higher than 
males, suggesting usability and support factors resonate marginally more with female students. 
Conversely, male students score higher on BI and AU, implying a modestly stronger tendency to 
use the system in practice. 

3.2. Discipline Comparison of AI Attitude and Acceptance

A one-way ANOVA was conducted to examine differences in attitudes and acceptance of AI in 
higher education across four disciplines: Social Science, Arts and Humanities, Natural Science, and 
Formal Science. Results revealed no statistically significant differences among disciplines for PU, 
PEOU, ATT, BI, SI, FC, and EPC, with all p-values exceeding .05. However, actual use (AU) differed 
significantly across disciplines, F(3, 252) = 5.694, p = .001, η² = .063, indicating a moderate effect 
size. 

Table 3: Independent Samples t-Test Comparing Male and Female Students

Construct
Levene’s 
Test F

Sig. t df
Sig. 
(2-tailed)

Mean 
Difference

Std. Error 
Difference

PU 0.003 0.957 1.733 252 0.084 0.20906 0.12066

PEOU 3.565 0.06 -0.033 252 0.973 -0.00393 0.1174

ATT 0.621 0.432 0.654 252 0.514 0.08054 0.12322

BI 0.433 0.511 0.951 252 0.343 0.11854 0.12467

SI 3.793 0.053 -0.088 252 0.93 -0.0104 0.11848

FC 3.466 0.064 -0.505 252 0.614 -0.06195 0.12261

EPC 0.119 0.731 1.084 252 0.28 0.13087 0.12079

AU 0.811 0.369 1.606 252 0.11 0.17014 0.10596

This suggests that gender does not play a meaningful role in shaping attitudes or acceptance of AI 
among Cambodian university students. Therefore, AI adoption strategies should focus on overall 
usability and perceived benefits rather than gender-specific approaches.

Figure 1: Bar chart comparing mean scores by gender for each construct
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Post hoc Tukey HSD tests showed that students in Natural Sciences reported significantly higher 
actual use compared to those in Social Sciences (p = .013) and Formal Sciences (p = .002), while 
Arts and Humanities also differed from Formal Sciences (p = .031). The findings suggest that 
actual engagement with AI tools varies, likely reflecting discipline-specific needs and exposure. 
Therefore, targeted interventions to enhance AI usage in disciplines with lower engagement, such 
as Formal Sciences and Social Sciences, may be warranted (See Appendix C for details).

3.3. Cluster Analysis of Student Attitudes and Acceptance of AI

K-means cluster analysis was used to explore patterns in students’ attitudes and acceptance of AI 
in higher education. The final cluster centers revealed that Cluster 1 (n = 144) was characterized 
by higher mean scores across all constructs, as shown in figure 3. In contrast, Cluster 2 (n = 112) 
exhibited lower mean scores on these constructs (PU = 2.69, PEOU = 2.68, ATT = 2.61, BI = 2.61, SI 
= 2.53, FC = 2.42, EPC = 2.65, AU = 2.61). ANOVA results indicated significant differences between 
clusters for all variables (all p < .001), reflecting that the clustering procedure successfully 
distinguished between students with generally positive versus less positive attitudes and 
acceptance of AI. However, it should be noted that the F-tests are descriptive, as clusters were 
formed to maximize between-group differences, and significance levels are not corrected for this 
bias. Overall, the analysis suggests the presence of two distinct groups: one with high acceptance 
and positive attitudes toward AI, and another with lower acceptance and less favorable attitudes.

Table 4: Differences in AI Attitudes and Acceptance Across Academic Disciplines

Variable F df p η²

PU 0.837 (3, 252) 0.475 0.01

PEOU 1.647 (3, 252) 0.179 0.019

ATT 1.074 (3, 252) 0.361 0.013

BI 1.348 (3, 252) 0.259 0.016

SI 1.406 (3, 252) 0.241 0.016

FC 1.134 (3, 252) 0.336 0.013

EPC 0.848 (3, 252) 0.469 0.01

AU 5.694 (3, 252) .001* 0.063

Note: *p < .05 indicates statistical significance

Figure 3: Cluster Profiles of Students’ Attitudes and Acceptance of AI across Constructs
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3.4. Key Determinants of Students’ Intentions to Adopt AI Technologies

The hierarchical multiple regression analysis was performed to identify the key factors predicting 
students’ behavioral intention to adopt AI technologies in Cambodian higher education. In Model 
1, demographic variables (age, gender, discipline, and year of study) were entered and did not 
significantly predict behavioral intention, F(4, 249) = 1.12, p = .35, explaining only 1.8% of the 
variance (R² = .018, adjusted R² = .002).

Table 5: Model Summary of Regression Analysis

  R R² Adj. R² SE ΔF df p value

Model 1 0.133 0.018 0.002 0.977 1.117 4,249 0.349

Model 2 0.932 0.869 0.863 0.362 262.682 6,243 .000**
**p < .01.

When the psychological and perceptual variables, such as PU, PEOU, ATT, SI, FC, and EPC, were 
added in Model 2, the model significantly improved, ΔF(6, 243) = 262.68, p < .001, accounting for 
86.9% of the variance in behavioral intention (R² = .869, adjusted R² = .863).

Table 6: Hierarchical Regression of Factors Predicting Students’ Behavioral Intention

Model
Unstandardized 
Coefficients (B)

Std. Error
Standardized 
Coefficients 

(Beta)
t Sig.

1

(Constant) 3.116 0.384   8.121 0.000

Age 0.042 0.134 0.025 0.312 0.755

Gender 0.002 0.145 0.001 0.016 0.987

Discipline 0.002 0.058 0.002 0.03 0.976

Year 0.109 0.074 0.117 1.489 0.138

(Constant) -0.109 0.172   -0.635 0.526

Age 0.036 0.05 0.021 0.713 0.476

Gender -0.022 0.054 -0.011 -0.414 0.68

Discipline 0.012 0.022 0.014 0.547 0.585

Year 0.015 0.028 0.016 0.556 0.579

2

PU 0.055 0.049 0.054 1.132 0.259

PEOU 0.155 0.045 0.146 3.475 0.001

ATT 0.67 0.054 0.662 12.409 0.000

SI 0.005 0.056 0.005 0.089 0.929

FC 0.131 0.05 0.129 2.616 0.009

EPC -0.007 0.045 -0.007 -0.15 0.881
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In the final model, three predictors made significant and unique contributions. Attitude toward AI 
emerged as the strongest predictor of behavioral intention (β = .662, t = 12.41, p < .001), followed 
by PEOU (β = .146, t = 3.48, p = .001) and FC (β = .129, t = 2.62, p = .009). In contrast, PU, SI, and 
EPC were not significant predictors (p > .05). The results suggest that students’ positive attitudes 
toward AI, their perception of its ease of use, and the availability of supportive conditions play 
crucial roles in shaping their intention to adopt AI technologies in higher education.

Figure 4 presents a scatterplot illustrating the relationship between the regression standardized 
predicted values and the actual scores of students’ behavioral intention (BI) to adopt AI 
technologies. The data points are closely aligned along a positive linear trend, indicating that the 
model’s predicted values correspond well with the observed values of BI. This pattern suggests 
that the regression model fits the data appropriately and that the assumptions of linearity and 
homoscedasticity are reasonably met. In other words, higher predicted values are consistently 
associated with higher actual BI scores, confirming the model’s strong predictive capability.

Overall, the findings emphasize that positive attitudes toward AI, perceived ease of use, and 
adequate institutional support are key determinants of students’ behavioral intention to adopt AI 
technologies in Cambodian higher education settings. 

IV.	 Discussions
This chapter explored Cambodian university students’ attitudes and acceptance of AI technologies, 
revealing several key findings that both align with and diverge from the broader literature on AI 
in education. 

Consistent with the TAM and its extensions,22 the present study found that attitude toward AI was 
the strongest predictor of students’ behavioral intention to adopt AI, followed by PEOU and FC. This 
mirrors findings from recent studies in diverse contexts,23 which also report that positive attitudes 

Figure 4: Scatterplot of Regression Standardized Predicted Values and Observed BI Scores
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and usability are central to AI adoption 
among students. The strong influence of FC 
in the Cambodian context echoes calls in the 
literature for robust institutional infrastructure 
and technical support.24 

However, while PU is often a significant 
predictor in TAM-based studies,25 it was not 
a significant predictor in this study. This 
suggests that, in emerging contexts where AI 
is still novel, students may prioritize how easy 
and supported AI use feels over its perceived 
benefits, a nuance also noted by Chan & Hu 
(2023) and Baidoo-Anu et al. (2024), who 
observed that curiosity and usability often 
precede deep appreciation of usefulness.26

Contrary to some international findings 
where SI and ethical/privacy concerns (EPC) 
play a notable role,27 this study found these 
factors did not significantly predict behavioral 
intention among Cambodian students. This 
may reflect Cambodia’s proactive policy 
environment, where ethical guidelines and 
readiness assessments are already being 
integrated,28 reducing student anxiety 
about these issues. It also suggests that, in 
this context, adoption decisions are more 
individually and institutionally driven than 
shaped by peer or leadership pressure, a 
finding that contrasts with studies in more 
collectivist or policy-mature settings.29 

Despite generally positive attitudes and 
intentions, actual usage of AI tools remains 
moderate (mean scores 2.99–3.19 on a 
5-point scale), with most students using AI 
“occasionally” to “often,” but not “very often”. 
This intention–behavior gap is widely reported 
in the literature,30 and is often attributed to 
barriers such as limited access, digital literacy, 
and lack of localized resources.31 The present 
findings reinforce the need for investments in 
infrastructure, professional development, and 
Khmer-language AI tools to bridge this gap. 

The study found no significant gender 
differences in attitudes or acceptance of AI, 
and only discipline-specific differences in 
actual use, with Natural Science students 
reporting higher engagement. This aligns 
with recent multinational studies,32 which also 
report minimal gender effects but highlight 
discipline as a moderating factor for actual 
AI engagement. Cluster analysis revealed two 
distinct groups: one with high acceptance and 
positive attitudes, and another with lower 
acceptance and less favorable attitudes. This 
pattern is echoed in the literature, suggesting 
that even within generally positive populations, 
substantial heterogeneity exists in readiness 
and enthusiasm for AI adoption.33

V.	 Recommendations
Based on the findings of this chapter, 
some recommendations are proposed to 
strengthen the adoption and effective use of AI 
technologies in Cambodian higher education.

Prioritize the AI Training for Educators and 
Students

•	 Institutions should invest in ongoing 
professional development that 
combines pedagogical upskilling 
with hands-on experience in AI tools. 
Training should be designed to various 
digital literacy levels, with special 
attention to creating Khmer-language 
and context-specific resources. 

Enhance Institutional Infrastructure and 
Technical Support

•	 HEIs should prioritize strengthening 
digital infrastructure, ensuring 
reliable internet connectivity, updated 
hardware, and access to educational AI 
applications. The technical support units 
should be established or expanded to 
offer real-time assistance, helping users 
overcome practical barriers. 
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Localize AI Tools and Content

•	 There is an urgent need for AI tools, 
interfaces, and digital content that 
are adapted to the Cambodian socio-
linguistic context. Key partnerships can 
foster the creation of Khmer-language AI 
resources that address local curriculum 
and learning preferences.

•	 Foster a Positive, Inclusive Attitude 
Toward AI Institutions and the 
Ministries should develop outreach 
and awareness campaigns that use 
relatable success stories. 

Integrate AI Ethics Across Education Policy 
and Practice

•	 While ethical concerns did not emerge 
as a current barrier, proactive inclusion 
of AI ethics, such as data privacy, 
bias prevention, and responsible 
use, should be mandatory in teacher 
training, student curricula, and policy 
statements.

Promote Equity and Inclusion in AI Adoption

•	 Specific strategies are needed to ensure 
rural and under-resourced HEIs are not 
left behind. This includes providing 
subsidies, resource-sharing platforms, 
and piloting AI projects in diverse 
educational settings. 

Encourage Collaborative Policymaking and 
International Partnerships

•	 Finally, continued collaboration with 
UNESCO, regional partners, and the 
private sector will support Cambodia 
in developing national frameworks for 
AI in education. Regular policy reviews, 
stakeholder consultations, and pilot 
programs can drive adaptive, evidence-
based approaches to AI integration. 

VI.	 Conclusion
This chapter provides a comprehensive 
examination of Cambodian university 
students’ attitudes and acceptance of AI in 

higher education. Drawing on the Technology 
Acceptance Model and related frameworks, 
the findings reveal that students generally hold 
positive perceptions of AI’s usefulness and ease 
of use, with attitude toward AI emerging as the 
strongest predictor of behavioral intention 
to adopt AI technologies. PEOU and FC also 
significantly contribute to students’ intentions, 
highlighting the importance of user-friendly 
tools and robust institutional support. 

Despite these positive attitudes and intentions, 
actual usage of AI tools remains moderate, 
suggesting a gap between willingness and 
practical engagement. This gap may be 
attributed to infrastructural limitations, 
varying levels of digital literacy, and the need 
for more localized and contextually relevant 
AI resources. Notably, neither gender nor 
academic discipline significantly influenced 
students’ attitudes or acceptance of AI, except 
for actual use, which was higher among 
students in Natural Sciences. 

The results highlight the need for targeted 
strategies to bridge the intention-usage 
gap. Investments in digital infrastructure, 
professional development, and the creation 
of Khmer-language AI resources are essential 
to foster more widespread and effective 
adoption. Additionally, while EPC did not 
significantly deter behavioral intention, 
ongoing efforts to integrate AI ethics into policy 
and practice remain important for responsible 
and inclusive digital transformation. In 
summary, the successful integration of AI in 
Cambodian higher education depends not 
only on technological advancement but also 
on fostering positive attitudes, enhancing 
usability, and ensuring equitable access and 
support.
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1. Boxplot for All Survey Items

Appendix
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2. Frequency of AI Tool Usage Across Academic Activities

Frequency of AI Tool Usage Across Academic Activities in Cambodian Higher Education (N=256)

Items Mean SD 1 2 3 4 5

How frequently do you use AI-based 
tools in your personal life? (AU1)

3.14 0.97 4.3 % 21.1 % 37.9 % 30.1 % 6.6 %

How often do you use AI-based 
tools specifically for educational 
purposes?  (AU2)

3.18 0.96 3.1 % 21.9 % 35.2 % 33.2 % 6.6 %

How frequently do you use AI-based 
tools for professional or academic 
work outside of direct teaching/
learning activities? (AU3)

3.15 0.96 3.5 % 21.1 % 39.5 % 28.5 % 7.4 %

How often do you use AI-based tools 
for the design and preparation of 
teaching/learning materials? (AU4)

3.06 0.99 6.3 % 20.7 % 40.6 % 25.8 % 6.6 %
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How often do you use AI-based 
tools during direct teaching/
learning activities, such as lectures, 
assignments, or projects? (AU5)

3.15 1.03 5.9 % 19.1 % 38.7 % 26.6 % 9.8 %

How often do you use AI-based 
tools specifically to teach, learn, or 
explore topics related to AI? (AU6)

3.19 0.99 4.7 % 19.5 % 35.2 % 33.2 % 7.4 %

How often do you use AI-based 
tools for analyzing or predicting 
performance, such as tracking 
progress or success in a course? 
(AU7)

3.01 1.08 9.0 % 21.5 % 38.3 % 21.9 % 9.4 %

How often do you use AI-based tools 
as intelligent tutoring systems (ITS) 
for additional guidance or support? 
(AU8)

3.06 1.06 8.6 % 19.9 % 36.3 % 27.3 % 7.8 %

How frequently do you use AI-
based tools for exam preparation, 
assessments, or evaluations? (AU9)

2.99 1.11 10.5 % 21.9 % 34.0 % 25.4 % 8.2 %

How often do you use AI-based tools 
for adaptive or personalized learning 
to match learning preferences or 
needs? (AU10)

3.11 1.04 6.6 % 19.9 % 38.3 % 26.2 % 9.0 %

Note: Likert Scale  (1 = Never; 2 = Rarely; 3 = Occasionally; 4 = Often; 5 = Very Often)

3. ANOVA for Comparison among Different Disciplines

ANOVA

Sum of 
Squares

df Mean Square F Sig.

PU

Between Groups 2.277 3 .759 .837 .475

Within Groups 228.657 252 .907

Total 230.934 255

PEOU

Between Groups 4.184 3 1.395 1.647 .179

Within Groups 213.375 252 .847

Total 217.559 255

ATT

Between Groups 3.009 3 1.003 1.074 .361

Within Groups 235.456 252 .934

Total 238.465 255
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BI

Between Groups 3.837 3 1.279 1.348 .259

Within Groups 239.148 252 .949

Total 242.984 255

SI

Between Groups 3.599 3 1.200 1.406 .241

Within Groups 214.975 252 .853

Total 218.574 255

FC

Between Groups 3.130 3 1.043 1.134 .336

Within Groups 231.899 252 .920

Total 235.029 255

EPC

Between Groups 2.295 3 .765 .848 .469

Within Groups 227.232 252 .902

Total 229.527 255

AU

Between Groups 11.284 3 3.761 5.694 .001

Within Groups 166.481 252 .661

Total 177.765 255

ANOVA Effect Sizesa,b

Point 
Estimate

95% Confidence Interval

Lower Upper

PU Eta-squared .010 .000 .036

Epsilon-squared -.002 -.012 .024

Omega-squared Fixed-effect -.002 -.012 .024

Omega-squared Random-effect -.001 -.004 .008

PEOU Eta-squared .019 .000 .055

Epsilon-squared .008 -.012 .043

Omega-squared Fixed-effect .008 -.012 .043

Omega-squared Random-effect .003 -.004 .015

ATT Eta-squared .013 .000 .042

Epsilon-squared .001 -.012 .030

Omega-squared Fixed-effect .001 -.012 .030

Omega-squared Random-effect .000 -.004 .010

BI Eta-squared .016 .000 .048

Epsilon-squared .004 -.012 .037

Omega-squared Fixed-effect .004 -.012 .037

Omega-squared Random-effect .001 -.004 .013

SI Eta-squared .016 .000 .050

Epsilon-squared .005 -.012 .038

Omega-squared Fixed-effect .005 -.012 .038

Omega-squared Random-effect .002 -.004 .013
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FC Eta-squared .013 .000 .043

Epsilon-squared .002 -.012 .032

Omega-squared Fixed-effect .002 -.012 .032

Omega-squared Random-effect .001 -.004 .011

EPC Eta-squared .010 .000 .036

Epsilon-squared -.002 -.012 .025

Omega-squared Fixed-effect -.002 -.012 .025

Omega-squared Random-effect -.001 -.004 .008

AU Eta-squared .063 .012 .120

Epsilon-squared .052 .000 .110

Omega-squared Fixed-effect .052 .000 .110

Omega-squared Random-effect .018 .000 .039

a. Eta-squared and Epsilon-squared are estimated based on the fixed-effect model.

b. Negative but less biased estimates are retained, not rounded to zero.
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I.	 Introduction
The evolution of artificial intelligence (AI), 
data, and software is intertwined with one 
another. Through AI evolution, software has 
continuously transitioned from Software 1.0 
(i.e., rule-based, expert systems) to Software 
2.0 (i.e., machine-learning-based systems) to 
Software 3.0 (i.e., prompt-based agents).1 The 
AI agents, powered by vision language models 
(VLMs), large language models (LLMs), agentic 
design (e.g., ReAct),2 and standardized tool 
calling protocols, e.g., model context protocol 
(MCP),3 can perform complex goal-oriented 
tasks, such as data analysis and manipulations, 
autonomously by planning, reasoning, and 
executing using an array of MCP-exposed 
tools. OpenAI’s Codex,4 Cursor,5 and Github 
Copilot,6 are examples of AI coding agents. On 
the other hand, FinAgent,7 and FinRobot,8 are 
examples of financial agents that can perform 
an array of tasks from document data analysis 
to advanced analytical capabilities.

Recognizing the strategic importance of AI 
and agents, the National Artificial Intelligence 
Strategy (NAIS) of Cambodia has been 
drafted to extract maximum benefits while 
managing risks.9 The current draft of NAIS (4th 
draft) highlights the need for developing and 
deploying AI technologies, data, and sectoral 
adoption. Additionally, the Cambodia Digital 
Economy and Society Framework 2021-
2035 clearly features the roles of (big) data 
in the digital economy.10 Thus, the General 
Department of Digital Economy (GDDE) under 

the Ministry of Economy and Finance (MEF) 
launched the DataEF initiative, that is an open 
data lake for disseminating public economic 
and financial data to researchers, data 
scientists, and policy scholars.11 At the time of 
writing, DataEF features 602 public datasets in 
11 distinct categories from 33 organizations in 
different formats, such as unstructured PDF, 
structured CSV, etc.

While having access to public data portals, 
such as DataEF, is of utmost importance, 
obtaining data-driven and actionable insights 
from such big data environments requires 
complex querying, manipulating, and analyzing 
techniques. These techniques require 
advanced data science expertise, a skill set 
that remains scarce in Cambodia.12 Thus, how 
can we remove the skill gap bottleneck to unlock 
data-driven insights and findings, particularly in 
the public sector?

AI has come to our rescue. Broadly, AI refers 
to the science and engineering that make 
intelligent computer programs.13 AI evolution 
has significantly transformed software from 
1.0 (hard-coded rules) to 2.0 (data-driven) 
to 3.0 (prompt-based interface).14 The idea 
of creating software through pure natural 
language instructions, once impossible, is now 
possible. Generative AI technologies, such 
as VLMs and LLMs, can understand human 
instructions in natural language or images and 
perform an array of complex tasks, such as 
coding and data analysis.15

AI Meets Public Data:  
A Prompt-Based Agent for Intuitive Analysis 
of Government Datasets

Dr. Rina Buoy, Dr. Nguonly Taing, and H.E. Dr. Marry Kong
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Thus, in this chapter, we propose a prompt-
based data analysis agent which can turn 
a natural language query into complex 
executable actions and codes agentically to 
arrive at an answer. Being agentic means that 
the system automates, reasons, and interacts 
with tools and environments.16 Through a 
ChatGPT-like interface, a user can perform 
complex data analyses and manipulations 
on datasets housed in the DataEF platform. 
The qualitative experimental results have 
shown that it has the potential to reduce the 
time required for data analysis from days to 
minutes, thereby enhancing the reliability 
of information and significantly improving 
analytical productivity.

II.	 The Proposed DataEF Agent
In this section, we introduce our proposed 
DataEF Agent. We begin by describing the 
conventional data analysis practice, as shown 
in Figure 1. Given user questions, a human data 
scientist needs to retrieve data from different 
sources (e.g., Excel, CSV, or SQL database). 
Various tools, such as PowerBI, Pandas 
(Python), can be used to manipulate and 
analyze the data to arrive at answers.  Time-
to-insight (ToI), which is defined as the time 
taken to arrive at answers, varies according 
to question complexity, skills, and technology 
stacks. Practically, ToI can take hours to 
days. Additionally, it is significantly prone to 
errors and miscommunication problems. 
For example, if the question is to analyze the 
country’s trade deficits over the last five years 
by trading partners. First, the human data 
scientist must interpret the question, identify 
the user intents, and write SQL queries to 
select and filter the trade data over the last five 
years from the relevant databases. Next, the 
human data scientist can use either PowerBI 
or Pandas Dataframe in Python or other tools 
to compute trade deficits over time, visualize, 
and analyze the trends over time by trading 
partners.

Figure 1: Conventional data analysis practice. 
A data scientist extracts data from different 
sources (Excel, CSV, or database) and uses 

various data analysis tools to answer various 
user questions 

In contrast, the architecture of the proposed 
DataEF agent is shown in Figure 2, leveraging 
VLMs and LLMs, the agentic patterns, and 
standard tool calling MCP servers. The main 
agent takes user questions, reasons, plans, 
writes code to execute, observes, and refines. 
Depending on the user’s questions, the main 
agent decides, autonomously, to access 
the relevant datasets on DataEF, other data 
sources, and other AI models (e.g., machine 
translation or speech recognition) that are 
also exposed through MCP servers. The main 
agent can also delegate tasks to a specialized 
retrieval augmented generation (RAG),17 agent 
to retrieve unstructured documents from 
vector databases. In case of failed executions, 
the main agent observes the errors and 
iteratively improves until the answers are 
reached. Depending on the user’s questions, 
the agent can return the answers in text, 
audio, or image formats. Additionally, the 
conversations with the agent are saved in 
memory, allowing for follow-up questions 
at any time. There is no human intervention 
in the proposed architecture. For the same 
question of analyzing the country’s trade 
deficits over the last five years, the main agent 
will, autonomously, reason and write code to 
query from the right datasets, manipulate the 
extracted data, and produce necessary graphs 
to achieve the goal.
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With the proposed DataEF agent, it is now 
possible for users to ask questions in pure 
natural language or images through a 
ChatGPT-like interface, let the agent handle all 
complex processing steps, and get the answer 
in minutes. This allows quick iteration of data 
analysis tasks, which conventionally take both 
time and expertise to perform.

Figure 2: The Proposed DataEF Agent

III.	 The Pilot Setup
In our pilot setup, we utilized the open-
source, minimal agentic framework called 
‘smolagents.’18 As for the LLM, we utilized the 
OpenAI ‘o4-mini’ LLM model. We exposed 
DataEF to the main agent through the MCP 
servers. In addition to DataEF, we also 
allowed the agent to access the public data 
on the Cambodia Data Exchange (CamDX) 
Platform,19 and Electronic Business Services 
(ESB),20 portals also through the MCP servers. 
The RAG sub-agent is tasked with retrieving 
relevant unstructured documents (e.g., policy 
papers) which are stored in vector databases. 
Additionally, we allowed the main agent to 
access an in-house bidirectional Khmer-English 
machine translation model via MCP server 
so that the agent can translate questions or 
answers if required. Theoretically, we can 
expose as many AI models as we can to the 
main or sub agents. Thus, in this pilot setup, 
for a given question, the agent can perform 
the following tasks:

•	 Data analysis: The agent can reason, 
plan, and write complex queries 
to retrieve data from different 
data sources, and Python codes to 
manipulate and visualize.

•	 Machine translation: The agent can 
translate between Khmer and English 
whenever required.

•	 Knowledge retrieval: The agent, through 
its RAG sub-agent, can retrieve data 
from the knowledge base if required.

•	 Other data sources: Besides DataEF, the 
agent can also access the CamDX and 
ESB transaction databases.

IV.	 Qualitative Evaluations
Based on the pilot setup mentioned above, we 
qualitatively evaluate the performance of our 
proposed DataEF agent by comparing with the 
human-created dashboards. Currently, there 
exist multiple data analytic dashboards that 
are manually crafted by human data scientists 
to answer some pre-defined data analysis 
questions related to the public economic and 
finance sector in DataEF. In total, there are 15 
human-created dashboards comprising 81 
charts based on various datasets, ranging from 
GDP growth to air quality data. For example, 
Figure 3 provides a human-created example of 
a gross domestic product (GDP) vs. time plot, 
highlighting the GDP trend. The actual time 
required to populate each data dashboard 
varies from several days to a few hours, 
depending on the user’s skills, familiarity with 
the data, and the complexity of the dashboard.

Considering the increasing number of available 
datasets on DataEF, it is not practical (if not 
impossible) to manually generate dashboards 
for all datasets. Thus, the proposed DataEF 
agent can augment the data scientists’ 
capabilities by giving them more time to think 
about good questions while the agent handles 
complex coding processes.
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We prompted the proposed DataEF agent to generate the 81 charts and manually verified the 
outputs. In all cases, the DataEF agent successfully produced charts comparable to the human-
created ones. Based on common query patterns and chart types in the DataEF platform, Figure 
4, Figure 5, and Figure 6 provide some selected comparisons between human-generated versus 
agent-generated plots for qualitative evaluation. In all cases, we observed that the agent managed 
to reproduce the same analysis plots and arrive at the same conclusions as the human data 
scientists did. In all cases, the agents simply take the user’s questions in natural language, as 
shown in the figures, reason, and write codes autonomously to achieve the goals. The number of 
iterations or steps the agent took varies according to the complexity of the questions. However, it 
was between two and five steps.

Figure 4: Case 1 - Human-generated (a) vs. agent-generated (b). Here is the user question (prompt) to 
the agent: ‘Using revenue data collection, get the total revenue in 2024 by tax type, and plot a pie chart’

Figure 3: An example of human-created dashboards in DataEF
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Figure 5: Case 2 - Human-generated (a) vs. agent-generated (b). Here is the user question (prompt) to the 
agent: ‘Using revenue data collection, get the total revenue by free trade agreements in 2024 and plot a 

pie. Exclude the no agreement from the analysis’

c h a r t ’

Figure 6: Case 3 - Human-generated (a) vs. agent-generated (b). Here is the user question (prompt) to 
the agent: ‘Using revenue data collection, get the total revenue by 10 partner countries in 2024 and plot 

a horizontal bar

Next, Figure 7, Figure 8, Figure 9, and Figure 10 provide the agent responses for different user 
prompts where we do not have human-generated answers to compare with. In Figure 7 and  
Figure 8, the agent was asked retrieval-based questions, where the agent needed to first retrieve 
some documents through its RAG sub-agent and synthesize the final answer. As shown in Figure 
7, when the agent was being asked about a non-relevant question (‘Who is Donald Trump?’), 
the agent correctly declined to answer and thus, prevented hallucinated responses. This is an 
expected behavior for a non-relevant question. However, as shown in Figure 7, when asked about 
a relevant question, the agent managed to answer and translate into Khmer as instructed.

When asked about the questions about CamDX and ESB, where the agent needs to access other 
data sources besides DataEF, the agent managed to write codes to query from the right data 
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Figure 7: Agent-generated response. Here is the user question (prompt) to the agent: 
‘Who is Donald Trump?’

Figure 8: Agent-generated response. Here is the user question (prompt) to the agent: 
‘Tell me more about MEF IT Architecture. Translate the final answer to Khmer’

Figure 9: Agent-generated response. Here is the user question (prompt) to the agent: 
‘Identify the top electronic services for business in terms of approved applications? Plot a pie chart’

Figure 10: Agent-generated response. Here is the user question (prompt) to the agent:  ‘Get total 
number of failed requests on CamDX in the last 3 months’
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V.	 Limitations and Future 
Work

The following limitations and future directions 
are identified as follows. Firstly, the proof-
of-concept (PoC) pilot DataEF agent is based 
on the proprietary OpenAI ‘o4-mini’ model 
that may incur a significant API cost and 
is not suitable for handling sensitive data 
sources. Thus, future work should focus on 
experimentations with open-source LLM 
models or data anonymization approaches. 
Secondly, the evaluation is primarily 
qualitative and subjective. Thus, a more 
quantitative and scalable evaluation should 
be proposed. For example, using a VLM/LLM 
model to judge whether human-generated 
and agent-generated plots and analysis are 
equivalent. Lastly, the evaluation is limited in 
scale and scope because of limited evaluation 
data (i.e., limited number of human-generated 
dashboards). Thus, future work should focus 
on constructing a more comprehensive and 
open benchmark dataset.

Despite some limitations to overcome, the 
pilot DataEF agent has clearly demonstrated 
strong coding and analysis capabilities as 
human data scientists do. Thus, using the data 
analysis agent for routine data analysis tasks 
can significantly save processing time and thus 
result in a significant increase in analytical 
productivity, especially in the public sector. 
This does not imply that the agent can replace 
human data scientists. Instead, the agent 
amplifies the data scientists by allowing them 
more time to think about more important 
questions, which yields more important 
insights and findings. The successful PoC of 
this pilot DataEF agent highlights that instead 
of pre-defining the data analysis or plots 
in a given dashboard, we can, otherwise, 
dynamically and on demand, request specific 
analysis via a conversation agent.

VI.	 Conclusion
In this chapter, we proposed a pilot DataEF 
agent that can perform complex data analysis 
on the datasets in DataEF and beyond as human 
data scientists do. Qualitative assessment 
suggests that using the data analysis agent 
can yield human-level performance, save 
time, and thus, significantly increase analytical 
productivity, especially in the public sector. 
Nonetheless, more rigorous and scalable 
evaluations and experimentations need to be 
done to further validate the proposed DataEF 
agent before full deployment within the 
ministry and the public.
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I.	 Introduction
A huge amount of high-quality, structured 
data is a primary factor in developing global 
economic systems around AI. The datasets used 
to train advanced machine learning models 
are what make them work. These models can 
do things like drive cars, diagnose medical 
problems, and deliver personalized content.1 
Data annotation, the process of labeling 
raw data so that algorithms can understand 
it, has become a multi-billion-dollar global 
industry because of this data dependency. 
The process is not at all mechanical; it needs 
people to understand nuance, context, and 
ambiguity, which affects how AI systems will 
act in the end. However, as AI has grown at 
an incredible rate, it has hit a major roadblock 
because this work requires a lot of people. The 
problem is not just how many people there 
are, but also how to find and train a skilled and 
dependable workforce that can provide the 
consistently accurate and nuanced data that 
advanced AI systems need. Not doing so not 
only slows down innovation, but it also puts 
new technologies at risk of being built on top 
of societal biases and mistakes.2

The most common ways to get this kind 
of work done, which usually involve using 
fragmented crowdsourcing platforms or 
traditional business process outsourcing 
(BPO), have raised a lot of concerns about 
data quality, scalability, and the ethics of the 
workers.3 These methods often see human 
input as a commodity, which can lead to 
worker instability, inconsistent quality, and a 

lack of long-term skill building in communities.4 
For example, crowdsourcing is good for big 
projects, but it has trouble with tasks that need 
a lot of domain knowledge or understanding 
of the situation. Also, the fact that the workers 
are anonymous makes quality control a 
constant problem for managers. Traditional 
BPOs may have more control, but they also 
have a lot of turnover and a rigid structure 
that does not work well for the changing and 
flexible needs of AI development. There is a big 
gap in both academic and industry discussions 
because of the focus on technology and 
cutting costs instead of developing talent. 
There is a lot of research on algorithmic and 
platform-based solutions, but not as much on 
human-centered, scalable, and fair workforce 
development models that see workers as long-
term assets to be developed. This mistake 
shows a strategic weakness in the AI supply 
chain, making it reliant on weak labor models 
that will not last in the long run.

This study fills in this gap in knowledge by 
looking at a different framework: an inclusive 
“train-the-trainer” model that aims to create 
long-lasting skill ecosystems in communities 
that do not have enough of them. This chapter 
is a case study of Digital Divide Data (DDD) 
in Cambodia, an organisation that has been 
championed impact sourcing, to answer the 
main research question: How can a “train-the-
trainer” model, combined with soft skills and 
gender-equity interventions, effectively and 
inclusively scale high-quality AI annotation 
capacity? 

Training the Trainers – Scaling AI 
Annotation Through Inclusive Workforce 
Development

Songheng Tieng, Sokheng Pok, and Chantola Khet
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This chapter makes the case that the AI 
industry’s data bottleneck can be overcome by 
investing in local leadership and teaching skills 
that prepare workers to do more than just their 
jobs. They should also be able to train, mentor, 
and manage others. This method creates a 
self-sustaining cycle of knowledge transfer 
and quality assurance that builds a workforce 
that can grow and adapt. In this way, it creates 
big, long-term social and economic benefits 
that fit with the global development agenda 
and technological progress. The paper starts 
by looking at what others have written about 
digital labor and workforce development. Then 
it goes on to explain the case study method 
and analysis. Finally, it gives policymakers and 
tech companies ideas for how to make AI more 
responsible and actionable in the future.

II.	 Literature Review 

1.	 The Global AI Annotation Landscape

The market for data annotation, which 
is now an important part of the machine 
learning lifecycle, has grown and expanded 
in complexity along with the AI industry.5 
This “data work” includes a range of different 
tasks from basic tasks like sorting images 
and typing them up to very difficult ones like 
semantic segmentation of medical images or 
sentiment analysis of complex text. The quality 
of the data that people give to AI models has 
a direct and significant effect on how well 
they work. If the data is poorly labelled or 
biased, the algorithms will have bad and unfair 
results.6 Crowdsourcing, which gives small 
tasks to people all over the world, is very fast 
and large.7 But research has shown that it 
has many problems, such as problems with 
making sure the data is accurate, high worker 
turnover, and the fact that the model is not 
good for complex, multi-step annotation tasks 
that need a lot of focus and knowledge in the 
field.8

Traditional BPO models, which are often 
based in developing countries, can offer a 
more controlled setting and better quality. 
People often say that they are inflexible, slow 
to change, and that they copy the way things 
work on the factory floor, which limits workers’ 
ability to learn new skills and be independent. 
Both models have been shown to create a 
group of “ghost workers” who do the invisible 
but necessary work that makes AI work. Gray 
and Suri say that these workers often do not 
have the social safety nets, chances to move 
up in their careers, or professional recognition 
that regular employees do. This makes them 
more vulnerable to algorithmic management 
and unstable wages.9 This way of thinking 
sees human labor as a commodity that can be 
traded rather than as a source of expertise. This 
makes it hard to build a truly skilled and stable 
workforce. Le Ludec, Cornet, and Casilli make 
the case that the true impact of AI on labor is 
fostering an increasingly precarious globalised 
workforce of underpaid pieceworkers.10

 

Impact Sourcing and Inclusive Workforce 
Development

Impact sourcing is a direct response to the 
problems with these extractive labor models. 
As a business practice, it intentionally hires 
people from poor or underserved communities 
to do work that is outsourced.11 The model is 
defined by its two goals: to give clients high-
quality services and to give people who would 
otherwise have few options job and growth 
opportunities. Studies show that when done 
right, impact sourcing can help employees 
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make more money, learn new skills, and move 
up in society.12 But for this model to work, 
there needs to be significant investment in 
workforce development that goes beyond 
just training people to do their jobs. The best 
programs teach both technical skills and 
important “soft skills” like communication, 
critical thinking, teamwork, and leadership that 
are necessary for long-term career success.13 

This all-encompassing view of the employee 
as a whole person with a career path is key 
to turning a job into a long-term source of 
income. 

2.	 The “Train-the-Trainer” Methodology

The “train-the-trainer” (TtT) model is a key 
way to help more people learn new skills. This 
teaching method focuses on giving a small 
group of people the knowledge and skills they 
need to teach others. The TtT model comes 
from corporate training and community 
education. It acts as a force multiplier, making 
it possible for skills to spread quickly and in 
a decentralized way.14 The model is based on 
social learning theory, which says that people 
can learn well by watching and copying what 
others do, especially peers who are credible.15 
In the workplace, it means making a plan 
to improve leadership and skills within the 
organization. An organization can create a 
learning ecosystem that is more adaptable 
and culturally relevant than one that relies 
on outside experts, who are often from other 
countries, by giving local employees the 
power to become mentors and trainers.16 This 
internal capacity makes organizations more 
resilient by letting teams quickly adjust to 
new project needs and technologies without 
having to spend a lot of money on outside 
help. However, even though the TtT model has 
been shown to work well in other fields, there 
is still not much academic research on how it 
can be used as a formal strategy for building a 
large, high-quality, diverse workforce in the AI 
annotation sector.

3.	 The Cambodian Context

The contemporary social demographics, 
technology landscape, and economic context 
of Cambodia make for an ideal context to 
explore the “train the trainer” methodology. 
More than 60% of the people in the country 
are under 30 years old, so there is a relatively 
large population of young adults in the 
workforce.17 This group of people, along with 
better digital infrastructure, shows that there 
is a lot of room for growth in the technology 
services sector. The Royal Government of 
Cambodia has seen this potential and started 
the “Cambodia Digital Economy and Society 
Policy Framework 2021–2035” to help the 
country become a lively digital economy and 
society.18 At the same time, the country has 
ongoing problems, such as a gap between the 
skills taught in schools and what businesses 
need, and differences in opportunity between 
cities and rural areas, especially for women 
and people with disabilities.19 In this situation, 
Cambodia is a very important test case to 
establish if inclusive workforce models can use 
the country’s demographic dividend to build a 
digital economy that is both competitive and 
fair, in line with the country’s stated policy. 
This study fills an important gap by looking at 
a specific, on-the-ground intervention that was 
made to meet a global technological challenge 
while also taking into account local social and 
economic needs.

III.	 Methodology
This study uses a qualitative, single-case study 
research design that looks at secondary data. 
The case study method is great for looking 
into a modern phenomenon in depth in its 
real-world setting, especially when the lines 
between the phenomenon and the setting are 
not very clear.20 Since the goal of this chapter is 
to learn how a certain workforce development 
model works, a case study of a pioneering 
organisation gives it the depth and focus 
it needs. The choice to only use secondary 
sources is a practical way to deal with research 
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limitations, and it sets the limits of the inquiry 
as an examination of the publicly stated model 
and its reported effects. We compare this 
single case to other models, based on recent 
research on crowdsourcing and BPO work 
models. 

1.	 Case Selection

This chapter chose DDD in Cambodia as a 
use case. An instrumental case is one that is 
chosen to shed light on a bigger issue or to 
improve a theoretical explanation. In this case, 
it is the effectiveness of the “train-the-trainer” 
model within an impact sourcing framework.21 
DDD presents a particularly strong case for 
this study for several key reasons. First, it is 
a well-known and well-respected pioneer of 
the impact sourcing model that has been in 
business for more than 20 years since it was 
founded in 2001. Second, its mission clearly 
targets young people, women, and people with 
disabilities who do not get enough help, which 
is in line with the paper’s focus on inclusive 
development. Third, DDD’s work in Cambodia 
is well-documented, though in different ways, 
by both its own publications and those of 
other groups. This gives us a lot of secondary 
data to work with.

2.	 Data Sources and Collection

This study got the data for this study by 
carefully looking through publicly available 
documents that were made between 2010 
and now. There were no interviews or surveys 
done to collect primary data. The body of 
secondary data includes annual reports, 
impact reports, white papers, and blog posts 
that are organisational publications available 
on the official DDD website, academic and grey 
literature such as research papers, conference 
papers, and working papers that look at or talk 
about DDD’s model, third-party reports from 
organisations, foundations, and partners (like 
the World Bank, Rockefeller Foundation, and 
Global Impact Sourcing Coalition) that have 
given money to or looked at DDD’s work, and 
media coverage in the form of articles and 

features about DDD’s work and effects in 
Cambodia from well-known international and 
local news sources.

3.	 Analytical Framework

This study used a thematic synthesis 
method to look at the data it had gathered. 
This required reviewing documents to find 
patterns and themes that kept coming up that 
were related to the research question.22 The 
analysis was based on the main ideas found in 
the literature review: (1) putting the workforce 
development model into practice, with a focus 
on finding parts of the “train-the-trainer” 
approach; (2) combining soft skills training 
with technical skills training; (3) specific actions 
taken to make sure everyone is treated fairly 
and included; and (4) the reported effects on 
participants’ social and economic situations. 
This study puts together information from a 
variety of data sources to create a clear story 
about the DDD model and then compares it to 
the theoretical frameworks that were given. 

IV.	 Findings: The Digital Divide 
Data Model in Cambodia

A look at secondary sources shows that 
DDD Cambodia has a complex workforce 
development model that is very similar to the 
principles of impact sourcing and includes 
some parts of a “train-the-trainer” system. 

1.	 The “Train-the-Trainer” Model in 
Practice

DDD offers social mobility career paths aligned 
with the overarching approach of “train-the 
trainer”. According to DDD’s own reports, 
there is a tiered system in which new hires, 
or “operators,” learn basic data skills. After 
that, operators who do well are given jobs 
like Quality Assurance (QA) specialist, Project 
Coordinator, or Team Leader. In these higher-
level jobs, they no longer do direct production. 
Instead, they review the work of junior 
operators, give them feedback, and train new 
hires. The Global Impact Sourcing Coalition’s 
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2019 report, which uses DDD as a case study, 
says that all of DDD’s middle managers are 
promoted from within.23 This one number 
clearly shows how a closed-loop system for 
developing talent works. Since 2001, DDD 
has hired and trained more than 8,000 young 
Cambodians, resulting in a large internal talent 
pipeline towards leadership positions.24 It sets 
up a scalable, internal way to transfer skills, 
where experienced local youth who have 
mastered the technical and soft skills needed 
are in charge of building the capacity of the 
next group, which is the main idea behind TtT. 
Because the company invests in the person 
rather than just the role, a successful DDD 
employee is well-prepared for higher-skilled 
jobs beyond the company. The model helps 
build the technical skills and leadership of a 
new generation of Cambodian professionals 
by giving them direct experience that teaches 
them both job skills and how to be a leader.

2.	 Integration of Soft Skills for Leadership 
and Quality

DDD’s publications all have a common 
theme: they stress the importance of holistic 
development. The structure of DDD’s work-
study program gives students 20 hours a 
week to work and 20 hours a week to learn 
and train.25 This training time is not only for 
learning how to annotate data, but also for 
developing important soft skills. A report 
on developing skills in young people found 
that DDD’s training includes more than 300 
hours of instruction in English language 
skills, professional communication, critical 
thinking, and problem-solving.26 This is done 
through a structured program that lasts for 
several years. According to an International 
Finance Corporation’s case study, students 
spend their first year learning English and 
how to use computers. They get professional 
development training in their second and third 
years. This includes project management and 
leadership modules that are meant to help 
them get promoted.27 There are two reasons 
given for this. First, these skills are thought 

to be necessary for success in a career over 
the long term. Second, they are seen as the 
building blocks of leadership. DDD gives young 
people the skills they need to manage projects 
and communicate well, which sets them up to 
move up to the team leader and QA roles that 
are important to the internal training system. 

3.	 Gender and Equity-Oriented 
Interventions

DDD’s materials that are meant for the public 
always stress their commitment to inclusivity. 
According to DDD, about half of its employees 
around the world are women. The company 
aims to keep this balance in its Cambodian 
offices.28 The organization also says that 
around 10% of its employees have disabilities. 
The focus on fairness is not an accident; it is 
a key part of the impact sourcing mission. 
Many news stories have talked about how 
DDD helps young women in Cambodia’s tech 
sector get safe, formal jobs. This is an industry 
where young women have historically not 
been well represented. In 2013, for instance, a 
brief strike occurred over the implementation 
of a new performance-based pay structure, 
as reported by The Phnom Penh Post. The 
dispute centered on wages, with one 23-year-
old female employee stating, “We work hard, 
but the salary we get is not enough to support 
our daily living and studies.” The incident is 
notable not just for the dispute itself, which 
was resolved within days, but for the reported 
process: direct dialogue between management 
and staff representatives led to a mutually 
agreed-upon revision of the policy.29 In this 
instance, while highlighting labor friction, it 
also demonstrates a mechanism for worker 
voice and responsive communication that 
is crucial to a functioning equity framework. 
The model’s structure, which includes work, 
scholarships, and help with continuing 
education, may be especially beneficial for 
young women, who may feel more pressure 
from society or their families to skip college 
and get a job right away. Anecdotal stories 
often show how powerful this method can 
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be. In an article in Forbes, a former employee 
shared her dream to run an IT business; based 
on her experience at DDD, she made a plan for 
this.30

4.	 Reported Socio-Economic Impacts

DDD’s impact reports emphasize notable 
improvements in participants’ social and 
economic situations. On average, graduates 
of DDD increase their income by a factor of 
four within five years.31 This number is very 
different from how wages usually go up in 
Cambodia. For example, in the garment/
footwear/travel-goods (GFT) sector, minimum 
wage—nominal wages rose from $190 (2020) 
to $208 (2025), a +$18 increase (~+9.5%) over 
five years.32 According to the impact reports, 
DDD employees emphasize the value of 
educational opportunities through various 
DDD programs. The work-study model lets 
young people go to college while working at 
the same time. 

DDD says that more than 2,000 young 
people in Cambodia have graduated from its 
program, and most of them attended college.33 
For many people, this mix of working and 
learning changes their lives. As one graduate 
mentioned in an interview, the combination 
of a job and a scholarship, enabled them to 
support themselves and their family.”34 The 
results that were reported are directly in line 
with a number of UN Sustainable Development 
Goals, especially SDG 1 (No Poverty), SDG 4 
(Quality Education), SDG 5 (Gender Equality), 
and SDG 8 (Decent Work and Economic 
Growth). 

V.	 Discussion and Conclusion
In this single-case analysis from Cambodia, 
the train-the-trainer model appears to offer a 
promising pathway toward scalability as well 
as positive human development impact. DDD 
has built a self-sustaining ecosystem of skills 
by consistently investing in human capital. This 

is very different from the extractive models 
of the gig economy. The results show that 
promoting all of middle management from 
within, offering extensive soft skills training, 
and staying committed to gender equity are all 
important parts of this success. The model not 
only provides the global AI supply chain with 
high-quality data, but it also has long-lasting 
and deep socio-economic benefits, such as 
helping Cambodian youth who do not have 
access to education and jobs to earn more 
money and do better in school. 

The Digital Divide Data-inclusive “train-the-
trainer” model thus compares quite favorably 
to crowdsourcing and BPO outsourcing. The 
micro-workers who use digital labor platforms 
for data-work have repeatedly been shown 
to suffer from poorly paid, abusive, often 
automated, managerial practices, such as 
arbitrary account deactivation, and wage 
theft from platform clients.35 DDD’s approach 
ensures that workers are treated with respect. 
In the BPO model, AI does not primarily 
destroy jobs, but redistributes them to 
poorly paid workers. In addition, despite their 
expertise, such data workers see their activity 
as ‘menial’ compared to highly paid and visible 
AI workers such as data scientists and software 
engineers.36 The predominant Chinese model 
of inland sourcing through data labelling bases 
(DLBs), collaborative initiatives between tech 
companies and local organizations, is perhaps 
more fair to workers, although labor is still 
often paid poorly and there is relatively high 
turnover of college-educated staff.37 DDD’s 
model explicitly values its workforce.

However, a balanced evaluation of the DDD 
model requires acknowledging the limitations 
and future challenges facing this model. 
The world of AI is changing very quickly. 
The skills needed for data annotation are 
changing from basic tasks like labeling and 
categorizing to more difficult ones like those 
needed for Reinforcement Learning from 
Human Feedback (RLHF) and fine-tuning large 
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language models. This change is a constant 
challenge for the DDD model, which has to 
keep changing its training programs to meet 
the needs of the industry. As a result, the 
trainers themselves need to learn new skills 
as well. In the future, trainers will need to 
teach more than just technical skills. They will 
also need to teach logical reasoning, ethical 
judgment, and a high level of adaptability. 
This will require a constant investment in the 
highest level of pedagogical development.

This study is based on secondary sources and 
the authors’ own experiences, which gives it 
a strong base. It also shows clear paths for 
future research. Since DDD has been around 
for more than 20 years, there is a great chance 
for long-term studies that are very rigorous. 
Such research could follow the long-term 
career paths of DDD graduates and give us 
numbers on how the model affects income, 
career advancement, and social mobility over 
a lifetime. Additionally, this chapter combines 
public information, but future research that 
includes in-depth qualitative interviews 
with current and former staff, trainers, and 
managers could provide more detailed and 
nuanced information. These studies could 
look at the real-life experiences of people who 
took part in the TtT model to find out about 
the subtle problems and successes that are 
not shown in official reports.

In conclusion, how is it possible for industry 
to recruit and train a skilled and dependable 
workforce that can provide the consistently 
accurate and nuanced data that advanced AI 
systems need? The main point of this chapter 
is that investing in people is not a side issue 
but a central, strategic need for building a 
responsible and strong AI future. The DDD 
model shows that it is possible to create a 
high-quality, scalable AI workforce while also 
promoting growth that includes everyone and 
gives people more power. Some outstanding 
research questions are how to scale this 
workforce cost-effectively to meet the needs 
of a very rapidly growing industry, as well as 

how to bring a workforce up an ever steeper 
learning curve. As AI systems become more 
common in everyday life, the need for human-
centered models that teach skills, leadership, 
and moral judgment will only grow stronger. 
The “train-the-trainer” method, which DDD is 
an example of, is one effective model for this 
important work.
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I.	 Introduction
People with visual impairments play a vital role 
in all communities. They are equally eager to 
explore and learn about the various aspects of 
their daily experiences.1 Globally, an estimated 
2.2 billion people live with some form of 
vision impairment, and at least 1 billion of 
these cases are preventable or untreated.2 In 
Cambodia, around 144,000 people are blind, 
with about 28,800 new cases each year, mainly 
due to cataracts.3 Meanwhile, many people in 
Cambodia who live with visual disabilities have 
limited access to assistive tools such as Khmer 
Braille learning materials and translation 
systems. This creates a strong need for 
solutions such as a Braille translation machine 
to support communication and education for 
visually impaired people in the country. 

Although 80% to 90% of these cases can be 
prevented or treated, limited access to eye 
care and a shortage of trained professionals 
remain serious challenges, especially in rural 
areas, where 85% of the population lives. Given 
these conditions, there is a growing need for 
assistive tools, such as Khmer Braille translation 
systems, to support the education and 
communication needs of the visually impaired 
population. Although there is commercial 
Braille translation software, such as Duxbury 
Braille Translator,4 it is expensive in Cambodia. 
As a result, only one printer at the NISE in 
Phnom Penh has a license, which limits access 
to many visually impaired users. This limited 
access to Braille translation tools significantly 
restricts educational and communication 
opportunities for visually impaired individuals 
in Cambodia. Consequently, there is a pressing 

need for an affordable and locally adapted 
Braille translation system that can increase 
accessibility and support the inclusion of 
visually impaired people in education and 
daily life. To address this, we have developed 
a Khmer Braille translation machine designed 
to provide an affordable and efficient tool for 
converting Khmer text into Braille.

To develop a Braille translation system 
between Khmer text and Khmer Braille, we 
adopted a knowledge-based method that 
uses the Khmer Character Cluster (KCC) to 
accurately segment the text, followed by 
dictionary-based mapping and predefined 
conversion rules to generate Khmer Braille, 
which is then mapped to Braille Unicode.5

The remainder of this chapter is organized as 
follows. Section II outlines the key challenges 
related to visual impairment in Cambodia, 
while Section III introduces the structure 
and characteristics of Khmer Braille. Section 
IV describes the development of the Braille 
translation model, along with the outcomes 
and potential impact of the proposed system. 
Section V concludes the chapter, and Section 
VI discusses future work.

Machine Translation System for 
Khmer Text to Khmer Braille

Kimhuoy Yann, Nab Mat, and Rottana Ly



101Digital Insights

Case Studies 

II.	 Key Challenges
In this section, we discuss the main challenges 
faced by visually impaired individuals in 
Cambodia, particularly accessing information 
and participating in education. These 
challenges highlight the need for Khmer Braille 
translation tools and more inclusive systems 
to support equal opportunities for people with 
disabilities.6

1.	 Visual Impairment in Cambodia

Access to information is a fundamental right, 
yet in Cambodia, many people with disabilities, 
especially those with visual impairments, 
continue to face significant barriers. Although 
Cambodia has ratified the United Nations 
Convention on the Rights of Persons with 
Disabilities (UNCRPD), practical challenges 
remain.7 In addition, a recent report by the 
Cambodia Development Resource Institute 
(CDRI) highlights that access to essential 
information remains a critical issue, especially 
for people with visual impairments. Many rely 
on others to obtain news or opportunities, 
as accessible formats such as Khmer Braille, 
screen readers, or audio content are often 
unavailable. These limitations are more severe 
in rural areas, where assistive technology is 
scarce and digital literacy is low. According 
to the United Nations Development Program 
(UNDP) Cambodia, people with disabilities 
face multiple challenges, such as inequality 
and discrimination in access to education, 
healthcare, employment, social protection, 
justice, and public transport United Nations 
Development Program.8 Furthermore, the 
NISE reported that only 10-20 students with 
disabilities continue to study higher education 
due to the lack of accessible materials and 
support, especially in Khmer Braille. This limits 
both their learning and long-term opportunities 
for social and economic inclusion.

2.	 Special Education and Inclusive School

Education is a basic human right and a vital 
path to lifting people out of poverty in a 
sustainable way.9 It must be accessible to all 
children, including those with disabilities, to 
ensure equal opportunities for a better life. 
Despite efforts by the Cambodian government 
to promote inclusive education, significant 
challenges remain. These challenges include 
the lack of resources and funding, inadequate 
teacher training in inclusive practices, and 
social attitudes that perpetuate discrimination 
and marginalization.10

Since 2018, the Ministry of Education, Youth 
and Sport (MoEYS), with the support of 
UNICEF, has provided inclusive education 
training to teachers, benefiting more than 
17,000 students with disabilities each year. 
A UNICEF-supported curriculum has also 
reached more than 500 marginalized learners. 
NISE, established in 2017, continues to build 
teacher capacity for inclusive classrooms.11 
Despite these efforts, access remains limited. 
In 2024, MoEYS reported that special education 
schools serve only 199 students with visual 
impairments, 184 with intellectual disabilities, 
and 635 with hearing impairments.12 More 
than 57% of children with disabilities are still 
excluded from education, compared to just 
7% of their non-disabled peers.13 Barriers are 
especially pronounced in rural areas, where 
infrastructure and negative attitudes continue 
to restrict educational access.

3.	 Resources and Current Situation 

According to information from NISE, Khmer 
Braille documents for people with visual 
impairments, especially students, can initially 
be produced using a slate and stylus with 
special Braille paper. Alternatively,  we can use 
a Braille translator and a specialized printer, 
both of which are costly. 
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3.1 Slate and Stylus

The slate and stylus are the Braille writing tool 
(Figure 1); just like paper and pen, it is used by 
people with impairments so that they can use 
it to emboss dots on paper. Normally, it is used 
by the teacher or student who wants to learn 
Braille. As a challenge, it limits the number of 
Braille characters, making it time-consuming.

 

 
3.2 Braille Translator Software

Duxbury is one of the global Braille software 
translators that is used by most of the major 
Braille publishers and can translate more than 
180 languages globally (Figure 2). However, 
when this program is used to translate text 
into Khmer Braille, we can identify several 
key challenges. Khmer complex script causes 
numerous issues with translation from Khmer 
text to Khmer Braille due to its complexity. The 
system also cannot render specific symbols 
in math, physics, chemistry, or biology, which 
requires a teacher who knows both Khmer 
Braille and those symbols or characters. 
With these problems, it becomes very time-
consuming to produce a Braille document.

3.3 Braille Printer

After the translation from translator software, 
we need the printer to produce the Braille 
document, and as the current situation, we 
have only a few machines within the country 
since this specially designed printer is costly 
and is not affordable for all special education 
institutions. Figure 3.

Figure 3: Braille Printer
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III.	 What Is Khmer Braille?

1.	 Background

According to interviews with teachers at 
NISE, Cambodian Braille was invented by 
Cambodians and Thais in 1988 in the Saitou 
camp and uses raised dots (⠿) to represent 
characters.14 Derived from Khmer script, 
Cambodian Braille is based on a 6-dot 
character system, arranged in a grid of two 
parallel vertical lines of three dots each, which 
allows for 128 possible characters. These 6-dot 
cells are read top to bottom and left to right, 
enabling users to feel and interpret written 
information, much like reading a sighted book. 
In 1994, the Khmer Braille system was further 
refined by the Krousar Thmey community, 
in collaboration with the MoEYS and the 
Maryknoll Lay Missioners, to better align 
with the structure of written Khmer.15 Given 
the complexity of the Khmer writing system, 
which contains more than 144 characters, 
the standard 6-dot Braille system, with its 
63-character limit, proved insufficient. To 
address this, Cambodian Braille innovatively 
employs an 18-dot system, formed by 
combining three 6-dot cells to represent 
a single character, thereby extending its 
capacity to encompass the full range of Khmer 
characters. Two groups have been separated 
in the Khmer consonants based on their 
sound. The A series has the sound of aw, and 
the O series has the sound of oh. In the Braille 
pattern, there is a general rule for most of the 
O-series Braille consonants coming from the 
A-series. By adding this cell (,) to the A series, 
we can form the O series, and there are some 
special cases of unique O series that do not 
come from the A series, and to form a su-
consonant is just add (v) before its consonant. 
The examples are shown in Figure 4​ below.

Figure 4. O-series Braille Consonants 

2.	 Structure

In addition to consonants, there are vowels, 
independent vowels, punctuation, and some 
special signs used in the Khmer language, and 
each category has a unique combination of 
Braille cells from one to three cells representing 
one element, with no general term, unlike 
consonants. In written form, vowels are 
represented as diacritics, whereas in Braille, 
they are considered complete letters and 
adhere to the position of the corresponding 
vowel in the printed text. For instance, in the 
word ខ្មែរ (Khmer) in printed text. The vowel 
ែ (e) comes before the consonant cluster 
ខ្ម (khm). However, in Braille, the vowel (e) 
follows the consonant cluster (khm), resulting 
in the representation (ekhmr). Khmer Braille 
represents each Khmer character using one to 
three Braille cells, depending on the symbol. 
Table 1 lists all Khmer characters, and Figure 4 
shows their Braille equivalents.



104 Digital Insights

The Future of AI for Development

Table 1: Summary of Khmer Characters

Category Elements

Consonants

ក, ខ, គ, ឃ, ង, ច, ឆ, ជ, ឈ, 
ញ, ដ, ឋ, ឌ, ឍ, ណ, ត, ថ, ទ, 
ធ, ន, ប, ផ, ព, ភ, ម, យ, រ, ល, 
វ, ស, ហ, ឡ, អ

Vowels ា, ិ, ី, ឹ, ឺ, ុ, ូ, ួ, ើ, ឿ, ៀ, េ, ែ, ៃ, ោ, ៅ, ុំ, 
ំ, ាំ, ះ, ៈ

Independent 
Vowels

អ, អា, ឥ, ឦ, ឧ,ឨ, ឩ, ឪ, ឫ, ឬ, 
ឭ, ឮ, ឯ,ឰ, ឱ ឲ, ឳ

Punctuation ៉, ៊, ៍, ់, ័, ៏, ៌, ៈ, ៗ

Ending Sign ៖, ។, ៕, ៙, ៚, ៛, @, ៖

Number ០, ១, ២, ៣, ..., ១០

IV.	 Project Development

1.	 Knowledge-Based System

With the complexity of the Khmer language, 
there are rules and special cases during 
the translation that cause errors. To build a 
knowledge-based machine translation system 
for Khmer Braille, we have developed a 
dictionary mapping between Khmer individual 
characters and Braille ASCII printable. We will 
present the special key with this dictionary.

A.	 Dictionary Mapping: We have 
constructed a dictionary that maps 
Khmer characters to ASCII printable 
characters. This includes consonants, 
sub-consonants, vowels, independent 
vowels, punctuation marks, and 
additional characters used in Khmer 
text.

B.	 Cluster Segmentation: We need to 
perform a special segmentation called 
KCC segmentation at the word level to 
accurately capture each word in Khmer.

C.	 Order Handling: In the KCC format, 
some vowels (like េ, ែ, ៃ, ើ, ្រ) appear 
before the   consonant in print but must 
be reordered in Braille. 

D.	 Vowel Combinations: There are also 
special combinations of vowels that can 
cause confusion during the mapping 
process with the dictionary. Examples 
include: ោ + ះ = ុះ, ុ + ះ = ុះ, េ + ះ = េះ, ំ + ុ = ំុ, 
ា + ំ = ាំ. So, we need to change its order.

E.	 Number Cases: In Braille, there is a 
special case with the number sign, which 
needs to be placed before the number. 
The challenge arises when the number 
has more than two digits, as only one 
sign is required. Another special case 
is in float numbers: the number sign 
will appear only for the integer digit, 
meaning there is no number sign for 
the fractional part. This needs to be 
carefully checked and confirmed during 
the mapping process.

For example, the Khmer word {ខ្មែរ} is 
composed as {ខ + ្ម + ែ + រ}. However, in 
Khmer Braille (ASCII representation), 
the correct reading order is 
 {ែ + ខ + ្ម + រ}. This reflects the structural 
rule in Braille that vowel signs appearing 
before the consonant are written first.

2.	 Web-Based Development

Our system is a web application-based system 
that we already deploy as production for the 
users, especially teachers from NISE. Below is 
the detailed process that we developed for our 
model system.
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•	 Frontend Developed using React.js to deliver a responsive, user-friendly interface that 
supports dynamic interactions.

•	 The backend is powered by Flask, providing lightweight and scalable REST APIs for 
processing translation tasks.

•	 The entire application is containerized using Docker and integrated with GitHub for 
version control and CI/CD automation, ensuring easy updates and reproducibility across 
environments.

•	 Outcome and Impact After building the knowledge-based machine translation system 
for Khmer Braille and developing this system into web-based applications, we are able to 
launch this system for public use. Currently, the system has been tested by teachers from 
the NISE, and we can achieve up to 99% accuracy for the translation from Khmer text to 
Khmer Braille and vice-versa, in general context. Below are the functionality and guidelines 
of our Khmer Braille Translator System, Figure 5.

a.	 The Home Page is the page that takes us to the homepage of the website.

b.	 Feedback is the page where users can submit their comments to our website.

c.	 Help is a page that shows how to use the website for translating into Braille.

d.	 About Us is the page that shows the origin of the website and its creators.

e.	 Translate Khmer Document to Braille is a button that we use to upload documents 
for translation.

f.	 Math Symbol: We have developed some math symbols but have not completed all 
of them yet.

 
Figure 5: Interface of Khmer Braille Machine Translation System
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Figure 6 shows an example output of the 
Khmer Braille machine translation system. 
Users can either type Khmer text directly using 
the keyboard or paste or upload it into the text 
box, and the system will automatically convert 
the Khmer text into Khmer Braille. After the 
translation, users can copy the Braille text or 
download it as a text file or Word document.

V.	 Conclusion
In this chapter, we have built a knowledge-
based machine translation system to translate 
Khmer text into Khmer Braille. The system 
showed strong performance by effectively 
capturing the linguistic structure of Khmer 
Braille, which follows strict grammatical rules. 
Its clear and straightforward design makes it 
well-suited for accurately representing the 
complexity of the Khmer language. These 
results highlight the potential of this approach 
to improve access to written information and 
educational materials for the visually impaired 
community in Cambodia. By providing a 
reliable and understandable way to convert 
Khmer text into Braille, this approach can 
contribute to greater inclusion and accessibility 
in education and everyday life.

VI.	 Future Work
Currently, the system has been deployed 
and used by the teachers from NISE, and we 
plan to launch this project to other special 
education high schools, particularly schools 
in provinces such as Battambang, Siem Reap, 
and Kampong Cham. In the meantime, we plan 
to connect this system with Braille printers 
to make it easier for teachers from special 
education schools to produce educational 
materials. This would help speed up the 
creation of customized Braille documents and 
reduce the workload involved in preparing 
resources for visually impaired students. We 
also want to integrate the system with Braille 
display devices, so users can access content 
digitally without needing to print it. This would 
be especially helpful for families who have 
the devices and prefer a more convenient 
option. On top of that, we plan to add speech-
to-text capabilities and expand the system to 
support multiple languages, making it more 
useful and accessible to a wider audience. 
The proposed system is designed to address 
the communication gap experienced by the 
visually impaired community. By using digital 
technologies, we aim to create meaningful 

Figure 6: The Output of Khmer Braille Machine Translation System
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social impact, thereby promoting greater 
equity and inclusion across various domains in 
our society.
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I.	 Introduction to 
Antimicrobial Resistance 
and Its Global Impact

Antimicrobial Resistance (AMR) is a growing 
global threat where common infections are 
becoming untreatable. It represents a serious 
and escalating threat to global public health, 
significantly undermining the effectiveness 
of modern medicine. It occurs when 
microorganisms such as bacteria, viruses, 
fungi, and parasites evolve to resist the 
effects of antimicrobial drugs (e.g., antibiotics, 
antivirals, antifungals), making infections 
harder or impossible to treat.1 This natural 
evolutionary process is badly accelerated by 
the widespread and often inappropriate use 
of antimicrobials in human medicine, animal 
agriculture, and the environment, creating 
selective pressure that favors resistant strains.2

Socially, AMR exacerbates health inequalities, 
extremely affecting low- and middle-
income countries where access to effective 
antimicrobials, diagnostic tools, and infection 
prevention and control measures may be 
limited.3 It threatens food security through 
its impact on animal health and agriculture, 
and can push vulnerable populations into 
extreme poverty due to high treatment costs 
and loss of income. The complex interplay of 
social, economic, and environmental factors 
highlights the need for a comprehensive “One 
Health” approach to combat AMR, recognizing 

that the health of humans, animals, and 
the environment are interconnected.4  
Economically, AMR raises a significant 
burden on healthcare systems and national 
economies. Treating resistant infections often 
requires more expensive, last-resort drugs, 
longer hospital stays, and more intensive care, 
driving up healthcare costs.5

Infections that were once easily curable can 
become untreatable, resulting in severe illness, 
disability, and death. For instance, in 2019, an 
estimated 4.95 million deaths worldwide were 
associated with bacterial AMR, with 1.27 million 
directly attributable to it.6 Projections indicate 
that the direct healthcare costs associated 
with AMR could rise significantly in the coming 
decades, potentially costing hundreds of 
billions of dollars annually.7 Beyond healthcare 
expenditures, AMR contributes to productivity 
losses due to prolonged illness, disability, 
and early deaths, affecting workforces and 
economic growth globally.

II.	 Clinical Decision Support 
Systems in Infectious 
Disease Management

Clinical Decision Support Systems (CDSS) have 
emerged as powerful tools in infectious disease 
management, particularly in addressing the 
complexities of diagnosis, treatment, and 
prevention. These systems leverage clinical 
guidelines, patient data, and emerging 
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evidence to provide healthcare providers with 
actionable recommendations. The integration 
of CDSS into clinical workflows has been shown 
to improve adherence to guidelines, optimize 
antibiotic use, and enhance patient outcomes.

These systems are particularly valuable in 
scenarios where clinical decisions must be 
made rapidly, such as during outbreaks or 
when managing antibiotic resistance. One of 
the most significant contributions of CDSS is 
in antibiotic stewardship. Studies have shown 
that CDSS can reduce inappropriate antibiotic 
use by guiding clinicians toward the most 
effective and least harmful treatment options.8 
For instance, a systematic review of CDSS 
implementations found that these systems 
consistently improved guideline adherence 
and reduced antibiotic consumption.9 This 
is particularly important in the context of 
rising antibiotic resistance, where optimizing 
antibiotic use is critical to preserving their 
effectiveness.

Outside regular care, CDSS have also proven 
invaluable in the management of emerging 
infectious diseases. For example, during 
the COVID-19 pandemic, CDSS were used to 
support diagnosis, treatment, and monitoring. 
These systems helped clinicians interpret 
complex guidelines and adapt to rapidly 
evolving evidence.10 Similarly, a CDSS tool 
was developed specifically for the evaluation 
of suspected monkeypox infections, enabling 
clinicians to triage patients effectively and 
ensure timely interventions.11

An AI-CDSS developed for detecting 
ceftazidime-avibactam resistance in Klebsiella 
pneumoniae exemplifies the potential of AI in 
infectious disease management.12 This system 
combined matrix-assisted laser desorption/
ionization time-of-flight mass spectrometry 
(MALDI-TOF MS) with machine learning 
algorithms to rapidly identify resistance 
patterns. Such systems can accelerate clinical 
decision-making and improve treatment 
outcomes.

III.	 Machine Learning 
Applications in Predicting 
AMR

The integration of artificial intelligence into 
healthcare constitutes a significant step 
forward, ushering in a new era of precision 
medicine.13 The ability of AI to handle massive 
volumes of data and translate it into meaningful 
knowledge and insight pushes data analysis 
well beyond human cognitive boundaries. This 
capability addresses challenges associated 
with insufficient information and time 
constraints that often hinder rational decision-
making. Machine learning algorithms, by 
design, learn objectively, frequently yielding 
predictions more accurate than those made 
through traditional clinical practice.14 Various 
machine learning models have been applied 
to the prediction and classification of AMR.15

Machine learning (ML) algorithms offer 
significant potential in combating AMR by 
enabling accurate prediction of resistance 
patterns and facilitating targeted antibiotic 
use. Researchers have successfully applied 
diverse ML models, including decision trees, 
XGBoost, and Random Forest classifiers.16 
Beyond traditional models such as Logistic 
Regression, which served as a foundational 
baseline, recent advancements in supervised 
machine learning have significantly enhanced 
predictive capabilities in susceptibility analysis. 
Notably, powerful ensemble techniques such as 
Extreme Gradient Boosting (XGB) and Random 
Forest (RF) have demonstrated superior 
performance. XGB, a highly regularized form 
of gradient boosting, excels at controlling 
overfitting while iteratively building strong 
predictive models,17 whereas RF improves upon 
bagging by decorrelating individual decision 
trees, leading to more robust and generalized 
predictions.18 Furthermore, Artificial Neural 
Networks (NNs) represent a cutting-edge 
approach, employing a dense multilayer 
architecture with input, multiple hidden, 
and output layers. These networks leverage 
complex activation functions like ReLU and 
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incorporate regularization techniques such 
as batch normalization and dropout layers 
to capture intricate feature relationships and 
mitigate overfitting, positioning them as highly 
capable models for complex prediction tasks.19

IV.	 Data Privacy and Ethical 
Considerations in 
Healthcare AI

Healthcare AI systems typically rely on large 
volumes of patient data, including electronic 
health records (EHRs), lab results, and medical 
imaging. Such data is subject to strict privacy 
regulations due to its sensitivity. One of the 
key privacy concerns lies in how AI models 
require extensive data to perform accurately, 
increasing the risk of breaches or misuse. Even 
when anonymization techniques are applied, 
re-identification remains a threat, and patients 
often lack clarity on how their data are used in 
model training or decision-making processes. 
Weak data governance and the lack of clear 
consent practices further increase these 
risks.20

In addition to privacy, healthcare AI presents 
ethical concerns related to fairness, 
transparency, accountability, and patient 
autonomy. A key issue is unintended 
algorithmic bias. When AI models are trained 
on datasets that are unbalanced or not 
representative of the whole population, 
the results can be unfair. This can lead to 
inaccurate diagnoses or unequal treatment 
across patient groups. Bias in AI can deepen 
existing health disparities, especially among 
vulnerable communities. To reduce these 
risks, developers must use diverse datasets, 
regularly evaluate models for fairness, and 
apply proper validation methods.21

Transparency and explainability are also critical 
in clinical settings, where “black box” AI models 
may provide accurate predictions but fail to 
offer interpretable reasoning. When neither 
doctors nor patients can understand an AI’s 
reasoning, trust in the system declines. This 
lack of explainability makes it difficult to use AI 
in real-world healthcare, especially in serious 
cases like disease diagnosis or treatment 
decisions, where clarity is essential.22

Accountability is another important concern. 
When an AI system makes an incorrect 
diagnosis or suggests an ineffective treatment, 
determining responsibility becomes complex. 
There is currently no universally accepted legal 
framework for assigning liability in such cases, 
which creates ethical ambiguity. Without clear 
roles and responsibilities, there is a risk that no 
one will be held accountable for patient harm. 
Ensuring clear chains of responsibility between 
developers, institutions, and practitioners is 
necessary for ethical deployment.23

V.	 Case Study: AI-Driven 
Application of AMR 
Management in Cambodia

The project aims to leverage ML techniques 
to analyze AMR data and develop an AMR 
predictive model from locally input data based 
on machine learning techniques. This initiative 
will aid doctors and clinicians in understanding 
resistance patterns and making informed 
treatment decisions.

This case study details the development of a 
web application designed to predict antibiotic 
susceptibility, a crucial tool in combating AMR. 
The project involved a systematic approach 
from data acquisition and preparation to model 
selection and application development, with a 
strong emphasis on ethical considerations.
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1.	 Data Collection and Ethical 
Considerations

The initial and foundational phase of this 
project involved extensive data collection from 
Calmette Hospital, conducted in collaboration 
with the University of Health Sciences and 
Cambodia Academy of Digital Technology. 
This critical dataset comprised two main 
components: antibiogram data, which provides 
information on the susceptibility of various 
bacterial isolates to different antibiotics, and 
relevant patient demographic data.

Following ethical guidelines was a crucial part 
of this data collection process. All personally 
identifying patient information, including 
names in both Khmer and English, was 
carefully eliminated from the dataset in order 
to protect patient privacy and adhere to data 
protection guidelines. This anonymization 
process was a non-negotiable step, protecting 
sensitive patient data throughout the project 
lifecycle.

2.	 Data Cleaning and Transformation

Upon collection, the raw data underwent 
a thorough process of cleaning and 
transformation. This step was essential to 
prepare the dataset for machine learning 
model training, addressing issues such as 
missing values, inconsistencies, and formatting 
errors. Data cleaning involved identifying 
and correcting errors, while transformation 

focused on structuring the data into a format 
suitable for algorithmic processing. This 
cautious preparation ensured the integrity 
and reliability of the data, which are vital for 
accurate model predictions.

3.	 Machine Learning Model Development 
and Evaluation

With the cleaned and transformed dataset, the 
next phase involved applying various ML and 
deep learning (DL) models to predict antibiotic 
susceptibility. A diverse range of algorithms 
was tested to identify the most effective 
predictive model for the specific context of 
AMR data. The models explored included:

Traditional Machine Learning Models

•	 Random Forest:  An ensemble learning 
method that constructs a multitude of 
decision trees.

•	 Logistic Regression:  A statistical model 
used for binary classification.

•	 Gradient Boosting:  A powerful 
ensemble technique that builds models 
sequentially.

•	 XGBoost:  An optimized distributed 
gradient boosting library designed for 
efficiency, flexibility, and portability.

Figure 1: Flowchart of the CAMPRA Application
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Deep Learning Models

•	 Bayesian Neural Network: A type of neural network that incorporates Bayesian inference 
to quantify uncertainty in predictions.

•	 Multi-Layer Perceptron (MLP): A class of feedforward artificial neural network.

Each model’s performance was thoroughly evaluated using a comprehensive suite of metrics to 
provide an understanding of their predictive capabilities. These evaluation metrics included:

•	 Overall Accuracy: The proportion of correctly classified instances.

•	 Label-Based Accuracy: Accuracy calculated for each specific antibiotic susceptibility label 
(e.g., susceptible, intermediate, resistant).

•	 Area Under the Receiver Operating Characteristic (AUC ROC) Curve: A measure of a model’s 
ability to distinguish between classes.

•	 Precision and Recall Curve: Illustrates the trade-off between precision (proportion of true 
positive predictions) and recall (proportion of actual positives correctly identified) for 
different thresholds.

Model Metric Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Random 
Forest

Overall Accuracy 0.41 0.43 0.43 0.45 0.45

Label-based 
Accuracy

0.85 0.87 0.88 0.90 0.90

Logistic 
Regression

Overall Accuracy 0.21 0.22 0.25 0.24 0.24

Label-based 
Accuracy

0.76 0.78 0.82 0.82 0.83

Gradient 
Boosting

Overall Accuracy 0.36 0.37 0.37 0.36 0.36

Label-based 
Accuracy

0.86 0.86 0.86 0.86 0.86

Extreme 
Gradient 
Boosting

Overall Accuracy 0.38 0.38 0.37 0.37 0.38

Label-based 
Accuracy

0.86 0.86 0.86 0.86 0.86

Bayesian 
Neural 
Network

Overall Accuracy 0.80 0.83 0.84 0.85 0.84

Label-based 
Accuracy

0.80 0.83 0.84 0.85 0.84

Multi Layer 
Perceptron

Overall Accuracy 0.24 0.26 0.31 0.31 0.33

Label-based 
Accuracy

0.80 0.83 0.84 0.84 0.85

The table compares the performance of six machine learning models across five stages using 
two metrics: Overall Accuracy and Label-based Accuracy. The Bayesian Neural Network achieved 
the highest Overall Accuracy, with values ranging from 0.80 (Stage 1) to 0.85 (Stage 4). Logistic 
Regression consistently reported the lowest Overall Accuracy, ranging from 0.21 to 0.25. For 
Label-based Accuracy, the Random Forest model showed the highest performance, reaching 0.90 
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in Stages 4 and 5. The other models (Gradient Boosting, Extreme Gradient Boosting, Bayesian 
Neural Network, and Multi Layer Perceptron) showed high Label-based Accuracy values, generally 
between 0.80 and 0.86.

4.	 Model Selection and Web Application Integration

Following the extensive evaluation phase, the Random Forest model was selected as the optimal 
choice for embedding into the web application. This decision was primarily driven by its 
consistently strong performance across all key evaluation metrics (Overall Accuracy, Label-Based 
Accuracy, AUC ROC, and Precision and Recall curves). The Random Forest model demonstrated a 
robust ability to predict antibiotic susceptibility, making it a reliable foundation for clinical decision 
support.

Model Metric Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Random 
Forest

Overall Accuracy 0.41 0.43 0.43 0.45 0.45

Label-based 
Accuracy

0.85 0.87 0.88 0.90 0.90

Stage 1 Stage 2

Stage 3 Stage 4
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The figures show the Random Forest model’s 
performance over five training stages for 
predicting antibiotic sensitivity, evaluated using 
Receiver Operating Characteristic (ROC) curves 
and Precision-Recall (PR) curves. Performance 
is quantified by the Area Under the Curve 
(AUC-ROC and AUC-PR) for each antibiotic. A 
performance improvement is observed across 
the stages. For AUC-ROC, scores generally 
increase; for instance, Piperacillin/Tazobactam 
rises from 0.73 (Stage 1) to 0.91 (Stage 5), 
and several antibiotics achieve 1.00 like 
Vancomycin. A similar upward trend occurs 
in AUC-PR, with Piperacillin/Tazobactam 
improving from 0.58 (Stage 1) to 0.79 (Stage 5). 
The consistent increase in both AUC metrics 
indicates that the Random Forest model’s 
ability to discriminate between outcomes is 
enhanced with successive training stages.

The selected Random Forest model was then 
integrated into the web application. This 
application is designed to serve as an intuitive 
and accessible bedside tool for clinicians. By 
inputting relevant patient and infection data, 
the application leverages the embedded ML 
model to provide rapid insights into antibiotic 
resistance and sensitivity probabilities, thereby 
guiding more informed and targeted antibiotic 
prescription decisions in the fight against AMR.

Figure 2: CAMPRA Sign in Page

Figure 3: CAMPRA Form Inputs

Figure 4: CAMPRA Inputs Filled with Data input

Stage 5
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Figure 5: CAMPRA Prediction Results

5.	 How Application Work

The procedure requires completion of the 
Patient Form and the Stage Form. The Patient 
Form requires seven mandatory fields: Ward, 
Gender, Age, Address, Date, Sample, Diagnosis 
and Infection Type. The Stage Form defines a 
sequential process with field dependencies: 
Direct Observation must be selected first, 
which enables Culture; Culture must be 
selected to enable Genre; and Genre must be 
selected to enable Species.

After completing the forms, data submission 
is initiated. The system validates all required 
fields and dependencies, preventing 
submission if inputs are invalid or missing. 
Successful submission triggers the prediction 
model, which generates and displays antibiotic 
sensitivity results as percentages (probability). 
If the prediction probability is above 50%, 
the result is classified as Sensible, and if it is 
under 50%, it is classified as Resistant. Doctors 
and clinicians must independently analyze 
and validate this result, using their own 
clinical experience and knowledge to make 
a final decision for patient prescription and 
treatment.

Additionally, this application is designed 
exclusively for use by qualified doctors, 
clinicians, and healthcare professionals. It is a 
professional clinical tool, and its access and use 
are restricted to licensed medical personnel. It 
is not intended for the general public, patient 
use, or self-diagnosis, as its outputs require 
interpretation by a medical professional.

VI.	 Opportunities and 
Challenges

Developing a web application for predicting 
antibiotic susceptibility presents both 
significant opportunities and inherent 
challenges.

There are many opportunities this tool creates. 
It helps doctors make better, faster decisions 
about which antibiotic to prescribe by giving 
them quick, data-driven advice. This supports 
careful antibiotic use, guiding doctors to the 
best choice and helping slow down the spread 
of drug resistance. The app can also use a 
patient’s specific data and local resistance 
information to recommend treatment tailored 
just for them, which helps patients get better 
results with fewer side effects. It also makes 
hospital work more efficient by reducing the 
need to wait for slow lab tests, which could 
even help patients go home sooner. Finally, 
because it’s a web-based platform, it is easy for 
doctors to access and can be easily expanded 
to new regions or hospitals.

However, there are also challenges. First, the 
model needs good, complete data to work 
well, and this data can be hard to get. Also, a 
model trained at one hospital might not work 
well at another because patients and local 
bacteria are different. We must also protect 
patient privacy and keep their data secure, 
which is a constant concern. Plus, bacteria 
and resistance patterns always change, so 
the model must be updated all the time with 
new data to stay accurate. Finally, doctors 
need to trust the advice, so a key challenge is 
making it easy to understand why the model 
recommends a specific antibiotic.
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VII.	 Strategic 
Recommendations

To maximize the impact and overcome the 
challenges associated with the web application 
for predicting antibiotic susceptibility, several 
strategic recommendations are crucial for 
future development and implementation. 

These include: establishing robust data 
governance and secure sharing protocols to 
enhance data quality and generalizability; 
implementing continuous model monitoring 
and retraining with new local data to 
maintain accuracy; fostering interdisciplinary 
collaboration among data scientists, clinicians, 
and ethicists to ensure practical utility 
and address ethical concerns; integrating 
Explainable AI (XAI) techniques to provide 
transparent model insights and build 
clinician trust; exploring advanced privacy-
preserving AI methods like federated learning 
to overcome privacy concerns and improve 
model generalizability across institutions; 
and working towards seamless integration 
with existing EHR and laboratory information 
systems (LIS) to streamline workflows and 
minimize manual data entry.

VIII.	Conclusion
The development of this web application for 
predicting antibiotic susceptibility represents 
a significant step forward in leveraging 
machine learning to combat antimicrobial 
resistance and in the context of applying 
AI in the healthcare sector in Cambodia. By 
providing clinicians with a data-driven tool 
for informed antibiotic prescription, the 
project aims to enhance treatment efficacy, 
promote responsible antibiotic stewardship, 
and ultimately improve patient outcomes. 
While the journey involves navigating complex 
challenges related to data, ethics, and clinical 

integration, the strategic recommendations 
outlined provide a roadmap for continuous 
improvement and broader impact. This 
initiative underscores the transformative 
potential of interdisciplinary collaboration and 
technological innovation in addressing one of 
the most pressing global health threats
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I.	 Introduction
In Cambodia, agriculture remains a key factor 
in the economy and society, supporting a 
significant part of the nation’s workforce. 
According to the World Bank’s collection 
of development indicators in 2022, 36.64% 
of Cambodia’s employment was rooted in 
the agricultural sector.1 The Cambodian 
government plays a crucial role in supporting 
the agricultural sector by encouraging 
investments and the diversification of products, 
along with improvements in irrigation and 
water management. As a result, agriculture 
continues to be a key component of Cambodia’s 
economy, accounting for 22 percent of the 
nation’s GDP in 2022 and providing jobs for 2.6 
million individuals according to the Food and 
Agriculture Organization (FAO).2

For millions of farmers in Southeast Asia, rice 
serves as both a primary source of food and 
a crucial source of income. In 2024, Cambodia 
exported approximately 645,000 tons of 
processed rice.3 The CRF announced that in the 
first four months of 2025, Cambodia exported 
282,315 tons of milled rice, generating a total 
revenue of $209 million.4 Cambodia ranks as 
the 11th largest rice producer worldwide and 
is on track to reach a new high of 8.47 million 
metric tons (MT) (milled basis) for the 2024/25 
marketing year.5 As part of its strategic vision 
for 2025, CRF has set ambitious targets to 
increase its exports to one million tons.6

Cambodian rice has gained global recognition, 
having secured the esteemed World’s Best 
Rice Award for the Phka Rumduol variety five 
times—in 2012, 2013, 2014, 2018, and 2022.7 In 
2023, it received the Golden Award for fragrant 

rice from China.8 The Cambodian government 
encourages sustainable farming practices and 
investments in rice processing technology to 
achieve the objective of enhancing productivity, 
improving quality standards, and ensuring 
long-term sustainability in the rice sector. This 
initiative is part of a broader effort to improve 
the competitiveness of Cambodian rice on the 
global market, focusing on enhancing quality, 
reducing costs, and ensuring environmental 
sustainability. 

One of the primary challenges in rice cultivation 
in Cambodia is ineffective disease control and 
timely treatment. Among the most damaging 
issues are infestations by pests such as Brown 
planthopper (BPH) (Nilaparvata lugens (Stål)), 
Rice leaf folder (Cnaphalocrocis medinalis), 
Army worm (Mythimna separata), Thrips 
(Stenchaetothrips biformis (Bagnall)), Asian 
rice bug (Leptocorisa sp.), Leaf miner (Hydrellia 
sp.), Rice caseworm (Paraponyx stagnalis), 
Yellow stem borer (Scirpophaga incertulas), 
Striped stem borer (Chilo suppressalis) and 
Asian rice gall midge (Orseolia oryzae), which 
not only causes rice disease but also transmits 
destructive viruses.9 Therefore, most farmers 
often rely heavily on pesticides to treat the 
rice disease. However, the massive use and 
misuse of pesticides can lead to environmental 
damage, pest resistance, and non-compliance 
with strict international export regulations. As 
a result, the Cambodian farmers struggle to 
meet the requirements of the international 
rice export market, especially in Europe, 
which applies strict rules on pesticides and 
requires labeling such as the eco label and 
environmental label.10 

HealthyRice: Enhancing Farmer-Expert 
Collaboration via Mobile Technology

Hongly Va and Soklong Him
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According to Ratha et al.,11 the working 
age of the farmer falls between 31 and 64 
years, representing a significant potential 
for adopting technologies and digital tools. 
However, this can lead to a major challenge 
due to the low level of digital literacy across the 
general population, including the agricultural 
sector.12 Furthermore, the agricultural sector’s 
technology that provides expertise and up-to-
date information is still limited. Many farmers 
rely on traditional methods and community 
knowledge.13 

Therefore, this chapter presents the mobile 
application HealthyRice, which has been 
developed to support rice disease monitoring 
and management through data collection, 
analysis, and information sharing among 
farmers, researchers, and agricultural experts. 
With the integration of AI technology, the 
application also explores the potential for 
automating disease recognition. This chapter 
focuses on Phase 1 of the project, which 
involves the design and development of the 
HealthyRice system.

II.	 HealthyRice: An Overview 
of the Project

The HealthyRice project represents a 
major initiative and innovation designed to 
revolutionize Cambodia’s rice cultivation 
practice by integrating digital technology 
with agroecological methods. The goal of 
the application is to enhance the rice plant’s 
health, reduce pesticide usage, and improve 
the quality of rice for export. Consequently, 
the project development is divided into two 
stages.

The first stage is Mobile Development and 
Integration. In the project’s first stage, 
we will focus on designing a user-friendly 
mobile application to assist rice farmers. 
The application will feature an intuitive user 
interface (UI) and user experience (UX) design 
that is approachable and easy to navigate for 
farmers with different levels of technological 

skills. In addition, the application also comes 
with Khmer Automatic Speech Recognition 
(KhmerASR), allowing users to search for 
information using voice commands in Khmer, 
which makes it easier to access the resource 
without the need to type. Furthermore, Khmer 
Text-To-Speech (KhmerTTS) technology also 
integrates to read out the text contents to 
users, enabling users with limited literacy skills 
to engage and use the app without concerns. 
Last but not least, a comprehensive database 
of rice plant diseases and pests, as well as 
relevant information about the rice plant, was 
also constructed to store the information, 
which can be modified with up-to-date 
knowledge to maintain the rice crops.

The second stage is  AI Model Development 
and Integration. In the project’s second stage, 
we bring together Artificial Intelligence (AI) and 
Computer Vision to take the application to 
the next level. It initially starts with collecting 
a massive image dataset of rice disease and 
pests, since it requires a large amount of 
data to train, validate, and test the AI model 
that can recognize the disease accurately 
and consistently. In contrast, automated 
disease detection methods will simplify the 
process for the farmer to identify the disease 
manually, and early detection will help find 
a better treatment approach. Convolutional 
Neural Networks (CNNs) are primarily used 
for processing image data in various tasks of 
machine learning applications such as image 
recognition, image-based object detection, 
classification, etc. For this reason, we will 
utilize CNN and its well-known variants such 
as VGGNet, ResNet, DenseNet, MobileNet, and 
EfficientNet. The selected model will be trained 
end-to-end using labeled images of rice leaves 
affected by the specific disease occurring in 
Cambodia. To achieve high accuracy in the 
automated disease detection task, various 
experiments will be conducted to ensure the 
selection of a model that will be integrated into 
the applications.
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III.	 The HealthyRice Application
The main objective of HealthyRice is to provide farmers with a simple and powerful cross-platform 
mobile application to learn and rely on as a virtual technical expert for identifying the disease in 
the rice crop. In this section, we will present the key innovative and involved technology used in 
the proposed application.

1.	 HealthyRice: A Mobile Application

The mobile application was developed using Flutter since it is an open-source software 
development toolkit supported by Google. The application allows users to view treatments 
based on the specific disease that they are looking for and the pathogens damaging their rice, 
report new disease cases, and contribute to a broader agricultural community. Importantly, our 
proposed application supports both English and Khmer languages to enhance accessibility for its 
main users. Figure 1 shows a use-case diagram of how the farmer can interact with the proposed 
application.

Figure 1: Use Case Diagram

To make the application easy to use and enhance the user experience, our application does not 
require user authentication to allow instant access. Similarly, due to the insufficient internet 
infrastructure across Cambodia, our project includes offline capabilities in order to support all 
of the farming areas where internet penetration is notably lower. Table 1 describes the details 
of functional requirements, which are the core functionality needed to ensure usability and 
accessibility.
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Table 1: Functional Requirements Table

Feature Description

Details of Rice Disease 
View detailed information on rice diseases, including the main 
causes, pests, symptoms, associated pathogens, and recommended 
treatments.

Most Common Diseases 
(Monthly Trends)

Display a list of the most frequently viewed diseases each month, 
based on user interactions (the clicks on disease details of other 
users).

Top Saved Diseases Shows a list of diseases that users have saved for quick reference.

Most Viewed Article
Highlights the most frequently viewed articles, which are provided 
by administrators and cover topics such as disease prevention and 
treatment.

Top Saved Article
Save articles for later reference, and this feature displays the most 
saved articles.

ASR for Search
Perform voice-based searches by converting spoken words to text. 
This is particularly useful for searching disease information using 
local or technical terms.

TTS Functionality
Reads content aloud, such as rice disease details and treatment 
information, in the Khmer language.

Reporting Report a new disease that is not found in the existing category.

Additionally, Khmer-ASR technology for voice-based disease searches features allow users to 
engage with the content and articles provided by administrators. Figure 2 shows the architecture 
of Khmer-ASR integrated in the application. The ASR system processes spoken audio by first 
extracting acoustic features from the input signal. These features are then interpreted by the 
acoustic, language, and pronunciation models within the decoder to generate the most probable 
sequence of words corresponding to the spoken input.14

•	 An acoustic model that is responsible for recognizing the acoustic features and phonemes 
(the smallest unit of sound in language).

•	 Language model response for computing the probability of a word sequence in a given 
language.

•	 Lexicon dictionary response for mapping words to phonemes

Figure 2:  
The Khmer-ASRArchitecture
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In addition, we also integrate the Khmer TTS 
to provide accessibility for users with limited 
literacy skills. The Khmer TTS system first takes 
the text as input and converts the written text 
into spoken text or a list of symbols using text 
normalization. The encoder encodes the text 
and generates the spectrogram.15 After that 
vocoder takes the spectrogram and generates 
the waveform. Figure 3 shows the architecture 
of Khmer TTS.

2.	 HealthyRice: An Administration Portal 
(Web-Based)

Besides the mobile application, we have 
also developed a comprehensive, web-
based management portal to centralize data 
and strengthen the collaboration between 
farmers and agricultural experts. The web-
based portal is primarily designed for use 
by researchers, agronomical experts, and 
administrators, who are in charge of driving 
agricultural development and decision-making 
in Cambodia. The primary functional features 
of the portal are:

•	 Application Programming Interface 
(API) Management: The administrator 
manages the core data content to 
display in the mobile application. The 
main categories are: the category 
of the disease and its detailed 
information, its primary causes (e.g., 
environmental, nutritional), associated 
pests, observable symptoms, specific 
pathogens, and expert-recommended 
treatments.

•	 Article Management: The administrator 
can write and publish the articles to the 
mobile application’s users. The article 
can provide up-to-date information on 

best practices, preventative measures, 
new research findings related to rice 
cultivation, and seasonal agricultural 
advice. To align with the experts’ goal, 
the comprehensive resources on 
Integrated Pest Management (IPM) 
strategies for rice cultivation can also be 
prepared and published for the users.

•	 Notification Management: The admin-
istrators can send a notification to a 
target group of users with the latest 
information or important information 
directly to the HealthyRice mobile ap-
plication. These features are used for 
several useful purposes such as noti-
fying the users about potential disease 
outbreaks in their area, offering timely 
agricultural advice, sharing new content 
which is available on the app, and de-
livering urgent public health messages 
related to farming.

•	 Report Review and Analytics: The 
administrator can review and validate 
the reported disease submitted by the 
user through the mobile application. 
This feature allows the expert to identify 
the trend of such an outbreak from a 
specific area or location of the reported 
case.

IV.	 Results and Discussion
The HealthyRice application comes with a 
mobile application for the farmers and a web-
based administration portal for experts in rice 
that includes researchers and agronomists.

Figure 3: The Khmer-TTS Architecture
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1.	 Mobile Applications

The completed elements of the mobile application consist of several important screens: the Splash 
Screen, which provides the first visual introduction to the app; the Main Screen, allowing users to 
access different features; the Article Screen, where users can view the content; the Notification 
Screen, which keeps users updated on alerts and announcements; and the Profile Screen, where 
users can adjust their personal information and settings.
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2.	 Web Portal

The web portal for administrators has been developed and interacts with the Mobile Application 
seamlessly through the design API. Unlike users on the mobile application, the admin side requires 
user authentication to effectively secure content and information. A user-friendly dashboard will 
be displayed on the homepage of the portal. Therefore, the experts and researchers as admin 
users can manage content, publish articles on best practices or IPM, and send timely notifications 
to farmers through this platform. 

Figure 4: Key User Interface Snapshots of the HealthyRice Mobile Application
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3.	 Challenges and Discussions

The proposed application aims to support 
the Cambodian farmers in enhancing and 
improving their rice cultivation knowledge 
through both a mobile application and a web 
portal. However, the developed application 
comes with several challenges that need to be 
addressed. First, it is important that after the 
development phase, the design pilot testing 
on a small group of people should be done 
in order to receive feedback and improve the 
new design and feature. Similarly, the issue of 
digital literacy can also impact the usage of our 
application; therefore, an intensive training 
session is conducted regularly to make the 
farmers familiar with our system. Moreover, 
the administrator needs ongoing content 
updates to ensure that the information 
provided is relevant and reflects the latest 
research and agricultural practices. The new 
collaborator, such as agricultural experts from 

government agencies and local universities 
specializing in agriculture, can significantly 
curate accurate and timely content. 

V.	 Conclusion
The HealthyRice project presents a practical 
solution to connect Cambodian rice farmers 
with agricultural experts through a proposed 
digital platform that includes a mobile 
application and a web-based portal. To 
speed up the development process, we have 
integrated Khmer ASR and KhmerTTS, which 
were developed in-house by our Institution 
(CADT), to ensure accessibility for farmers with 
different literacy levels. Additionally, offline 
functionality addresses the challenges of 
internet connectivity in rural areas. Although 
the project’s first phase has been completed, 
pilot testing is necessary to gather user 
feedback on the proposed application. The 

Figure 5: Key User Interface Snapshots of the HealthyRice Web Portal for Administrator
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pilot testing should involve a small group of 
farmers, relevant government staff, and an 
agricultural expert in order to improve the 
application before the official release.

In future work, the project’s second phase can 
be initiated by analyzing the most common 
rice diseases and pests. Consequently, a data 
collection strategy should be implemented 
to obtain high-quality image data to develop 
a robust and accurate AI-based disease 
detection model. Both primary and secondary 
data sources should be obtained to increase 
the variability of the disease images.
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I.	 Introduction
Cambodia’s digital ecosystem can be indicated 
by a notable paradox: high digital connectivity 
paired with low digital literacy. With fast-
growing mobile-broadband subscriptions 
reaching 101.97% in 2022 (as shown in a 
study of the World Bank “Digital Progress and 
Trends Report 2024” for the East Asia and 
Pacific region),1 of the overall population of 
17,201,724 people in 2022,2 and a remarkably 
high percentage of citizens on social media 
platforms, the country has a strong foundation 
for digital engagement. However, a significant 
gap remains in the population’s ability to 
effectively leverage these technologies to 
maximize the benefits and not expose them 
to digital vulnerabilities. Studies from 2020 
indicate that only 32% of Cambodians possess 
basic digital access, with just 5% having 
intermediate skills and only 1% demonstrating 
advanced proficiency.3 This imbalance 
highlights a critical challenge in ethical 
digital adoption and showcases difficulties 
in realizing the full potential of the country’s 
digital transformation initiatives.

In light of these challenges, Cambodia 
initiated the development of an extensive 
policy framework in 2020 aimed at steering its 
digital, economic, and social advancements. 
A significant aspect of this initiative is the 
enhancement of Digital, Media, and Information 
Literacy, abbreviated as DMIL.4 The primary 
goal of this competency framework is to move 
beyond mere digital access and cultivate 
digital citizens who possess the necessary 

skills to navigate the digital landscape securely 
and efficiently. 

Digital literacy is the ability to understand 
and use digital platforms in a safe, ethical, 
responsible, and productive manner 
for accessing information, learning, 
comprehending, evaluating, and analyzing, 
synthesizing information in the online 
sphere, including how AI algorithms generate 
content (video, audio, text, and images). Such 
understanding is necessary for protecting the 
inclusivity of growth, and also to limit dangers 
from biased and fake information produced by 
AI. In 2022, smartphone connectivity reached 
82.6%,5 offering an increasing number of users 
the opportunity to be connected and informed, 
but also, on the other hand, being possible 
victims of AI-generated content, produced with 
the scope to mislead or manipulate. Figure 1, 
from the World Bank digital report released in 
2024, shows where we are in the East Asia and 
Pacific region when it comes to types of phone 
connections. Comprehensive approaches, 
in the form of formal education programs, 
training workshops, and seminars, should 
be implemented across different sectors to 
address these issues effectively.

Policy-Driven Approaches in AI-Powered 
Verification for Combating Mis- and 
disinformation: A Cambodia-Focused Study 

Prohim Tam, and Riccardo Corrado
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Figure 2 - Mobile phone connections by type 2022

Cambodia is facing a low digital literacy problem, as highlighted also by Pa Chanroeun, the 
president of the Cambodia Institute for Democracy, who at the 2024 Phnom Penh Internet Forum 
noted how many Cambodians still lack essential digital literacy skills, making them vulnerable to 
online threats, misinformation, and disinformation.6 From the Digital Literacy for Employability 
report by the United Nations Development Programme (UNDP), it was highlighted that at the 
current level of literacy, which has improved over the years across Cambodia, youth can be 
expected to be capable of searching, identifying and retrieving information; however the ability 
to filter and evaluate information is still restricted. The low digital literacy problems,7 expose the 
Cambodian population to several significant risks in today’s digital age, including:

•	 The massive spread of mis- and disinformation: Disinformation actions can be highly 
destructive to public trust and threaten social stability. Between 2017 and 2022, 
Cambodia’s Ministry of Information reported approximately 4,000 cases of disinformation.8 
Recently, the emergence of AI-generated images depicting individuals with disabilities 
soliciting donations has begun to create significant problems within Cambodian society.9 
Unfortunately, many individuals continue to be deceived by these scams.

•	 Risks from emerging technologies: The exponential growth of technology adoption, 
such as AI, poses new challenges, especially to the rise of content creators. Technology 
often contains embedded biases and addictive algorithms that can lead to excessive use, 
misinformation, and privacy violations; furthermore, AI-generated content itself requires 
the content creators to deeply understand intellectual property rights, acknowledging 
the importance of trademark and avoiding the creation and dissemination of harmful or 
misleading content for their own clout.

•	 Digital security: Concerns about issues of identity theft, privacy breaches, and digital security 
are widespread, showcasing the need for citizens to acquire the knowledge necessary to 
protect themselves in cyberspace.

With these abovementioned social challenges, the Information Ministry’s 2025 campaign titled 
“Say No to Fake News” has been launched. From 2023 to 2024, the number of recorded fake 
news cases increased by 14%, increasing from 3,208 to 3,651.10 Most of the targeted incidents 
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were pointed to national security, public 
order, politics, diplomacy, military affairs, and 
government leadership.11 A press conference 
declared AI-driven misinformation a national 
security concern, while promoting the newly 
issued Charter for Professional Journalism 
(2024) and commitments to ethical reporting.12

MPTC has been actively working to enhance 
capacity building on digital skills, a priority 
in the draft National AI Strategy for 2025-
2026. The strategy outlines 10 principles 
and 4 actions, which demonstrate a serious 
commitment to improve human resources, 
including management level, experts, officials, 
teachers, and citizens, as well as combat AI-
driven mis- and disinformation.13

In the light of the discussion above, this 
chapter aims to offer:

•	 A systematic review of state-of-the-
art AI-powered applications for mis- 
and disinformation detection in low-
resource languages.

•	 A proposed framework prototype 
combining FastText and TF-IDF to detect 
disinformation in Khmer texts.

•	 A policy roadmap and stakeholder 
engagement aligned with the Cambodia 
Competency Framework, which 
emphasizes transparency and rights, to 
make the development of AI-powered 
detection possible for combating 
against mis- and disinformation.

The paper structure is organized as follows. 
Section II presents the literature review of AI 
detection methods. Section III presents the 
design of the hybrid verification framework, 
which combines FastText and TF-IDF. Section 
IV outlines the policy recommendations for 
relevant stakeholders. And finally, section V 
concludes the paper.

II.	 Literature Review
AI-powered applications for mis- and 
disinformation detection can be categorized 
based on the integrated machine/deep 
learning algorithms that analyze different 
features of the information, including content, 
social context, and propagation patterns. In 
our literature review, we query the researcher 
hubs such as Google Scholar and Semantic 
Scholar to find relevant studies for low-
resource languages, and we categorize the 
algorithm choices in fake news detection as 
follows:

1.	 Term Frequency-Inverse Document 
Frequency (TF-IDF) with Traditional ML

Both Bag-of-Word (BoW) and TF-IDF methods 
were used to transform text into feature 
vectors.14 Additionally, character and word 
n-grams (up to 10-grams) were explored. 
Multiple classifiers were trained with optimized 
hyperparameters. Deep learning models (MLP 
and LSTM) were also implemented. Specifically, 
the author manually compiled a dataset of 900 
Urdu news articles, balanced between 500 real 
and 400 fake articles, spanning five domains: 
business, health, entertainment, sports, and 
technology. The dataset was divided into 
75% training and 25% testing sets. Finally, the 
performance was assessed using accuracy, 
precision, recall, F1 score, and confusion 
matrix components. Cross-validation was 
performed to ensure robustness.

Authors introduced a hybrid feature extraction 
method called Hybrid TF-IDF, which combines 
word embedding (Word2Vec) to capture 
semantic and syntactic features.15 Ensemble 
learning, specifically the AdaBoost classifier, 
is employed to improve classification 
performance by combining multiple weak 
classifiers such as ID3, Random Forest, and 
Naive Bayes.

Authors utilized the WELFake dataset 
comprising 72,134 news articles (35,028 
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real and 37,106 fake), sourced from multiple 
datasets (e.g., McIntyre, Kaggle, Buzzfeed 
Political, Reuters). For feature extraction, the 
system employed a hybrid TF-IDF (combining 
Word2Vec with TF-IDF) to generate weighted 
vectors representing contextual semantics. 
The study implemented an AdaBoost ensemble 
classifier that combines ID3, RF, and Naive 
Bayes classifiers using a voting mechanism.

2.	 FastText Embeddings for Subword 
Morphology and Cross-Lingual 
Semantics

TF-IDF highlights discriminative words based 
on frequency and rarity. However, it requires 
a deep understanding of the cultural context 
in each aspect of the language. FastText 
extends Word2Vec by considering subword 
information, which improves handling 
of rare words and Convolutional Neural 
Networks (CNNs) designed to automatically 
learn hierarchical features from text data.16 
For data collection, the study utilized the 
TruthSeeker dataset, which comprises over 
180,000 labeled tweets and social media 
posts from 2009 to 2022, with multi-layered 
validation including expert review and crowd-
sourcing.17 For pre-processing, the procedures 
included text cleaning (removing URLs, special 
characters, and emojis), tokenization, stop 
word removal, and splitting data into training 
(70%) and testing (30%) sets. In embedding 
techniques, that applied TF-IDF was deployed 
with trained Word2Vec and FastText models 
on the training data, and then the training and 
testing datasets were vectorized accordingly. 
Three CNN architectures with variations in 
convolutional layers, pooling strategies, and 
dropout mechanisms are used.

3.	 Cross-Lingual Deep-Learning Model on 
Pre-Trained BERT

A system trained in a high-resource language 
(e.g., English) can be generalized for fake news 
detection to a low-resource language (e.g., 
Khmer) using bilingual alignment and joint 
encoding. The process of identifying fake news 

across multiple languages by transferring 
knowledge from a resource-rich language to 
a low-resource language can be achieved by 
utilizing pre-trained language models such as 
BERT and multilingual-BERT to encode news 
content.18 Data annotation was conducted 
by manual collection and labeling of Chinese 
COVID-19 news based on existing English 
fact-checking datasets. For long texts, the 
procedure of breaking lengthy news articles 
into sub-texts is mandatory to accommodate 
model input limitations and retain content 
integrity. 

For data collection methods, authors curated 
a Chinese dataset with 86 fake and 114 real 
news articles, based on fact-checking sources 
and manual annotation. The process included 
translating Chinese news into English for 
model input, which ensures alignment with 
English training data. The analysis techniques 
employed a deep learning framework 
named CrossFake, built on pre-trained BERT 
models. Furthermore, encoded sub-texts 
individually, were aggregated embeddings 
via mean pooling, and classified credibility. 
The evaluation compared baseline models of 
monolinguals.

4.	 Hybrid Vectorization Techniques

The critical issue of fake news detection in the 
context of the expanding influence of social 
media and online content dissemination is 
severe. Hybrid techniques tend to improve 
detection accuracy, efficiency, and adaptability, 
which contribute to more reliable tools against 
misinformation with societal significance. 
Multiple datasets, including FA-KES (conflict-
related news), WELFake, Kaggle datasets, 
and a merged dataset with diverse news 
sources, are used.19 For feature extraction, the 
following approaches are deployed: 1) TF–IDF 
for statistical word importance, 2) Empath for 
semantic and psychological features, and 3) 
A Hybrid approach combining both for richer 
feature sets.
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As a result, the hybrid feature extraction 
approach outperformed individual methods, 
achieving up to 99% accuracy with gradient 
boosting on large datasets. Logistic regression 
proved most reliable in overall prediction 
accuracy, while Naive Bayes models (MNB and 
BNB) offered the fastest runtimes (approx. 11 
seconds) but varied in accuracy depending 
on dataset size. Transfer learning improved 
computational efficiency but showed mixed 
results in accuracy depending on dataset 
alignment. Smaller datasets such as FA-KES 
yielded lower accuracy (approx. 45–57%), which 
indicates challenges with limited data. As an 
overall recommendation, combining linguistic, 
psychological, and morphological features 
with statistical methods enhances detection 
robustness, as well as improves nuance in 
feature space and reduces false positives in 
emotionally charged misinformation cases.

III.	 Proposed Framework
Following the literature review, we identified 
major challenges for a Cambodia-focused 
study, including data scarcity, lack of 
context, processing long structured text, 
generalizability, and balancing performance 
with efficiency. In our proposed framework, we 
provide an overview of recommended settings 
and tools to tackle the above-mentioned 
challenges, following our review prototype for 
Khmer language detection.

1.	 Model Selection

The employed feature extraction methods in 
this chapter are TF-IDF and FastText, due to 
their computational efficiency and, mostly, 
their ability to work well also with a limited 
dataset, a condition fitting the Cambodian 
paradigm. Both methods offer a unique 
advantage, especially for low-resource and 
morphologically rich languages such as Khmer. 

FastText creates “word vectors” that are 
high-dimensional numerical representations 
of words that reflect their meaning. It is an 

extension and the latest version of traditional 
CBOW with the Skip-gram model that uses 
subword information. It breaks words into 
bags of character n-grams, which allows the 
model to consider both morphemes and 
subword units. This feature specifically allows 
FastText to be powerful with languages that are 
morphologically complex and to deal properly 
with out-of-vocabulary words at training time. 
FastText improves the Word2Vec approach by 
including subword information. The process 
starts with data preprocessing, which involves 
applying multiple operations to get the dataset 
in a proper, thoroughly clean format so that 
it is used for training. It considers Khmer 
punctuations, special characters, spaces, 
numbers, and also English words, stop word 
removal, and word tokenization. In Figure 2, 
we represent the data pre-processing.

Figure 2 – Data Pre-Processing for Khmer Text

Next, the processed data are put through each 
of the feature extractions TF-IDF and FastText 
as illustrated in Figure 3 is to capture relevant 
features and convert those features into 
meaningful representations called vectorized 
representation of data.
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Figure 3 - Text Vectorization and Feature 
Extraction Using TF-IDF and FastText

To ensure the validity of model training, 
optimal hyperparameters are set using the 
fixed parameter, which provides the same 
threshold to do comparative performance 
analysis on the feature extraction TF-IDF 
and FastText. The following are the optimal 
parameters used for model training:

•	 MNB with its default parameters

•	 SVM with C=0.1; decision_function_
shape: “ovr”; gamma: scale; and kernel= 
“rbf”

After getting the optimal hyperparameters, 
the model will then undergo k-fold validation 
(k=10), where k denotes the number of groups 
or folds in a given data sample. The cross-
validation will help verify the classification 
result, ensuring an accurate numerical output 
as illustrated in Figure 4.

Figure 4 - Selected Machine Learning Model in 
the Proposed Framework

2.	 Model Evaluation

In regard to the model evaluation, the 
evaluation metrics used include accuracy, 
precision, recall, and F1-score. For the statistical 
analysis, results from the evaluation metrics, 
including accuracy, precision, recall, and F1-
score for each classifier model training, will be 
used. Descriptive statistics will be employed 
to find the mean, standard deviation, and 
variance in order to assess the impact of 
feature extraction on the performance of both 
classifier models. Furthermore, to determine 
the best model performance between TF-
IDF and FastText with the combination of 
both classifier models, a paired t-test will be 
performed to identify which feature extraction 
offers a better multi-class classification 
performance towards fake news detection 
(compared to the real news article). 
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3.	 Application Development

For front-end development, the application can be implemented using the Streamlit framework, 
a Python-based tool that enables the rapid development of user-friendly interfaces for machine 
learning applications. The back-end integrates a classification model that processes user input 
and returns a category prediction in real time. The entire application, including both the front-
end and back-end components, can be hosted on Streamlit, ensuring accessibility and ease of 
deployment. Table 1 shows the parameters and specifications.

The functional workflow of the prototype is structured as follows:

•	 User Input: The user uploads a Khmer news article file through the web interface.

•	 Request Processing: The uploaded file is sent to the server for analysis.

•	 Model Classification: The server processes the request, analyzes the article’s content, and 
classifies it into the most relevant category; then labels the real or fake content.

•	 Response Display: The categorized result, along with the document title, is displayed on the 
application’s interface for the user.

Table 1 - Specification for Application Development

Specification Description

Deployment Streamlit Cloud’s free tier (1GB RAM, 1 CPU core).

Language Python 3.8+

Streamlit ≥ 1.28

Scikit-learn ≥ 1.2

FastText ≥ 0.9.4

Khmer-nltk ≥ 1.0

IV.	 Policy Recommendation
This chapter aimed to partially address questions such as how Cambodia can begin pushing for 
AI-verification and detection tools to combat mis- and disinformation, and which are key policies that 
should be implemented or introduced to speed this up? Our analysis provides a possible coordinated 
policy framework suitable for Cambodia’s ecosystem. The adoption of the proposed framework 
should interest  five key stakeholder groups:

Government Sector 

•	 Ministries should establish and publicly maintain a verified register of official social 
media profiles and websites (registered verifiable news media) so that citizens can easily 
distinguish authentic sources from unverified or misleading ones. 
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•	 Open public information should be 
promoted by requiring targeted publicly 
funded institutions to publish sanitized, 
machine-readable datasets as part of 
their regulatory work and by adopting 
open-data norms that strengthen AI 
development through higher-quality, 
more robust datasets.

Local News Media 

Cambodian media must evolve from passive 
publishers to active verification stakeholders:

•	 Charter-Compliant Verification Desks: 
Establish a verification bureau within 
leading Khmer-speaking publications 
trained to operate AI flagging and 
human moderation hybrid models. 

•	 Trusted Data Sharing: Facilitate the 
release of authoritative journalism 
archives, timestamps and metadata 
to academic and NGO partners for 
model training in a manner that 
safeguards user privacy and national 
security standards through data-use 
agreements.

Academic Institutions 

Universities and research centers serve as the 
long-term backbone for technical and linguistic 
capacity building:

•	 Interdisciplinary Collaboration: Propose 
hackathons or workshops, in which 
students from different majors (e.g., 
IT, policy studies) can come together to 
iterate on prototypes.

Technology Developers 

Private-sector and independent developers 
must adopt high standards to guarantee 
transparency, trust, and contextual relevance:

•	 Adopt Ethical AI Principles: Publish 
datasheets for Khmer models,  in 
alignment with global norms (UNESCO 
values of fairness, non-discrimination, 
privacy, explainability, etc.) 

•	 Continuous Performance Reporting: 
Commit to biannual public release of 
performance audits across metrics 
(precision, recall, false-positive rates) 
and updating fallback protocols for mis-
flagging errors. 

V.	 Conclusion and Future 
Work

The hybrid FastText and TF‑IDF architecture 
we proposed offers possibilities for local 
developers with an approach that is both 
technically robust and lightweight enough 
to prototype and deploy using low‑cost web 
tools, drastically reducing development 
overhead and enabling rapid iteration even 
in resource‑constrained settings. Critically, by 
pairing this model with open‑data policies from 
government agencies, mandating the release 
of verifiable, machine‑readable sources such 
as official press statements, speeches, and 
local media archives, developers can gain 
access to high‑quality, locale‑specific training 
data capable of grounding their models in the 
real Cambodian context.

Next steps may include implementing the 
framework in a complete detection and 
information sharing network to establish 
the viability of gleaning viral mis- and 
disinformation based on graph-based analysis, 
as well as conducting user behavior studies 
and measuring resilience to be able to test 
educational interventions at an individual level 
in order to explore how literacy efforts may 
affect reader behaviors and attitudes toward 
false content.
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