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Elections are a key element of any democracy. How-
ever, we have seen in the past the fallacy of
electoralism1 and the temptation by many external
actors to declare a political system as democratic
just because of regular electoral exercises. Often
the quality of elections as such has been disre-
garded, or deficiencies in the electoral process were
identified but persist without any consequences.
According to widely recognized international stan-
dards democratic elections have to be free, meaning
the rights of citizens to participate and to compete
are respected and protected by the rule of law. 
Democratic elections are equally meant to be fair,
meaning that a level playing field should exist. But
what do these minimal standards mean in the age
of artificial intelligence, new technologies and what
Eleonore Pauwels, the author of the present study
describes as information disorders?

For a political foundation such as Konrad-Adenauer-
Stiftung who has in its mandate the support of
democratization processes worldwide, the impact
of new technologies on electoral processes and the
state of our democracies is of utmost interest. 

It affects consolidated as well as emerging democ-
racies. The threats that we are facing are manifold
and they go way beyond the erosion of institutions.
They particularly impact and dramatically change
the social fabric and the political culture in our soci-
eties. A transformation that certainly also has its
positive sides as long as the negative side-effects
and collaterals are reigned in. But particularly the
latter has never been as complex before. 

In defense of democracy we can identify two frontlines: 

We have the political space, the ambit where candi-
dates and parties are campaigning, seeking popular
support and where online defamation, hate-speech,
data leaks, disinformation and deep-fakes can alter-
nate the level playing field. It is this level, the
capturing of the hearts and minds of citizens, which
the present study “The Anatomy of Information 

Disorders in Africa” dissects in detail and illustrates
with examples from the African continent. 

But we also have the technical space where partic-
ularly Electoral Management Bodies are the most
vulnerable institutions. It is a sphere where data
manipulation by local or foreign actors can disrupt
an electoral process, and where competing political
parties need to have sufficient expertise on tech-
nologies used in order to understand and to prevent
any electoral fraud. 

In order to gain further insights into the vulnerability
of the electoral cycle to modern technology, KAS
New York embarked together with the author of this
study on a broader research project that besides of
the use of AI to generate hyper-targeted disinfor-
mation campaigns, data-manipulation and
cyber/AI-enabled cognitive-emotional conflicts and
disinformation also addresses pertinent questions
such as how fit for purpose are electoral laws in the
context of today’s technological abilities? And how
can security and resilience of election infrastructure
be guaranteed best? 

The results of these analyses are meant to assist
and to sensitize Electoral Management Bodies, law
makers, political party representatives, media and
civil society to the emerging threats which jeopardize
the democratic character of elections and bring
about wide-spread repercussions for the political
culture of societies.  

It also reaches out to international organizations who
often assist in election management or election
observation and who need to take into account the
possible distortions which easily might get unnoticed. 

KAS New York wishes all stakeholders and the inter-
ested public an interesting read!

Andrea E. Ostheimer
Executive Director
Konrad-Adenauer-Stiftung, New York 

Preface

1A term coined by political scientist Terry Lynn Karl.
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We face an era of “emotion wars,” where algorithmic networks in our social 
media spheres electrify millions of brains to amplify emotions, hate and distrust.

Emotion wars are lucrative, produced for several
millions of U.S. dollars by corporations in the political
consultancy business. They spread fast, targeting
the minds of populations across the globe. In the
Unites States, the resentment of African American
communities against police violence is fuelled by
Russian troll factories delocalized to Ghana.1 In
India’s West Bengal region, Rohingya refugees, who
fled exactions in Myanmar, are now demonized in
violent speech that rapidly metastasize on What-
sApp.2 In South Africa and Kenya, disinformation
and hate speech manufactured, in part, by political
elites, inflamed the racial and socio-economic divi-
sions that have plagued both countries for decades.3

Emotion wars are an existential threat to democracy,
increasingly manipulating the course of elections,
undermining citizens’ political agency. In Kenya’s
2013 and 2017 elections, divisive and inflammatory
online propaganda, including graphic violence, tar-
geted ethnic and socio-economic population
subgroups, invading mobile phone and social media
networks as well as traditional media.4

Each election witnessed more refined and precise
strategies for controlling spheres of information and
exploiting political and emotional engineering tar-
geted at segmented communities. Such strategies
were crafted with the support of foreign data-ana-
lytics companies, Cambridge Analytica and the SCL
Group,5 for profiling and influencing voters’ behav-
iours. Their prime targets were young Kenyans who
had grown up with the viral and addictive forces of
virtual networks. Yet, major political parties, the ruling
Jubilee party and the opposing National Super
Alliance (NASA), had also built and deployed wide-
spread communication architecture to target specific
segments of the Kenyan population.

This is where we stand. Just as the Internet has
reshaped commerce, politics, social fabrics and the
stories we tell, it now interferes more directly than
ever with how we process and interpret knowledge

and information. The era we face – where artificial
intelligence (AI) and data-capture technologies con-
verge to analyse our digital bodies and minds – is
an epistemic revolution as much as a technological
one.

This report is an attempt to make sense of this trans-
formative shift – to analyse its nature, identify its
rules, and understand its effects. The report focuses
on what scholarship calls information disorders  and
their impact on elections in several African countries,
including Kenya, Nigeria and South Africa. Delineat-
ing the anatomy of information disorders6 in countries
across Africa is a less chartered, but timely story, as
analysts have often focused on information opera-
tions in the West.

The Anatomy of Information
Disorders in African Elections
African societies are about to face an unprecedented
transformation powered by the integration of AI and
data-optimization technologies into politics, daily life
and elections. Since the spring of 2019, nearly 40
million Kenyans had their fingerprints and faces
scanned by a new biometric ID system that will play
a crucial role in the next 2022 election.7

In 2020 and 2021, several African nations will go to
the polls, for both legislative and presidential elec-
tions [Map 1]. These include Ghana, Ethiopia, the
Central African Republic as well as countries in the
Sahel that face increasing unrest, terrorist threats,
migrations and potential Russian interference in
elections. Authoritarian regimes in Egypt, Burundi,
Tanzania will have elections in 2020 and Uganda
and Zambia in 2021. Elections might be disrupted
by the ongoing pandemics that erupted beginning
of 2020. Such context of global instability and dis-
trust will only amplify threats to the integrity of
nations’ political processes.

Executive Summary
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This report aims to explain why and how information
disorders contaminate elections in Africa, eroding
citizens’ trust in governing institutions, and to pre-
pare us for what is emerging next. 

The global development agenda seeks to realize the
promises of the digital economy, bringing prosperity,
inclusion and empowerment. Biometric and digital
ID systems are making exponential advances across
the African continent, with many nations in the
process of registering their populations’ biometrics
into centralized national databases [Map 2]. Other
converging technologies – from facial and affect
recognition to surveillance tools for monitoring social
media content – are increasingly used by authorities
to track populations’ behaviours, literally “taking the
pulse” of the electorate. For instance, in February
2019, the French company, Gemalto, announced a
smart-policing collaboration with the Uganda Police
Force to deploy portable biometric devices that use
AI to confirm a match on the spot.8

When studying the impact of information disorders
on elections, we tend to seriously underestimate
how converging technologies are increasingly
designed to anticipate and nudge human attitudes
and behaviours, with the drastic potential to manip-
ulate and restrict political agency. The convergence

of AI with pervasive facial, biometrics and affect
recognition essentially allows new forms of political,
social and behavioural engineering. 

Converging technologies monitor and analyse indi-
viduals’ biometrics and behavioural data, gradually
imposing social and political control over those indi-
viduals’ lives. Such “power over life” resonates with
what French philosopher, Michel Foucault, termed
biopower: “[A] power that exerts a positive influence
on life, that endeavours to administer, optimize, and
multiply it, subjecting it to precise controls and com-
prehensive regulations.”11 In an era of technological
convergence, algorithms essentially amplify
biopower, augmenting technologies’ potential to reg-
ulate societies’ collective body. 

In several countries in Africa, these new forms of
political and social controls are born out of the com-
plex alliance between a host of actors, from foreign
tech-leading nations, domestic ruling elites, to West-
ern corporations that prosper in the data-analytics
and political consultancy business. These actors’ col-
lusive practices thrive in societies where data and
technological governance suffers from a lack of
robust regulatory and oversight mechanisms. A
dearth of normative capacity-building and meaning-
ful accountability has left populations and civil society

Year
    2020
    2020 and 2021
    2021
    2012 and 2022
    2022

        
Status
    Halted
    No/Unclear
    Planned
    Yes

        

Map 1 | Scheduled Presidential or National 
Assembly Elections9

Map 2 | Implementation of Biometric National
Identification System10



organisations in several African countries, vulnerable
to dynamics of power-, data- and resource-capture.

Four powerful technological, political and
geostrategic trends contribute to the proliferation
and amplification of information disorders in African
elections. Such trends form the anatomy of what
this report calls “cognitive-emotional conflicts” or
“emotion wars,” new forms of political and social
engineering, exploiting data and digital technologies,
to control and manipulate populations.

•  The first trend is the increasing capacity and will-
ingness of ruling governments in Africa to
instrumentalise digital networks for inflaming exist-
ing racial, social and economic divisions between
subpopulations. In Kenya, Nigeria and South Africa,
campaigns to “monitor and influence the pulse”
of the electorate have focused on aggravating
these cleavages.

•  The second trend is closely interconnected with
the exploitation of racial, ethnic and economic
tensions. In countries where privacy and data pro-
tection laws are not translated into robust
operational mechanisms, state and private sector
actors can extract sensitive personal data from
an array of online population databases for tar-
geting ethnic and socio-economic groups. Relying
on the aggressive, incendiary campaigns gener-
ated by PR companies like Cambridge Analytica,
domestic political parties can exploit citizens’ per-
sonal profiles and information networks for
spreading rumours, targeted propaganda, hate
speech, mis- and disinformation12. The rationale
behind such sophisticated disinformation archi-
tecture is to immerse citizens in an alternative,
virtual reality where they themselves become pro-
ducers of digital manipulation. In Africa, the
capacity to manipulate populations and informa-
tion is increasingly imposed through the “Internet
of Bodies and Minds.”13

•  Third, monitoring and controlling human popula-
tions is the result of a securitization agenda where
converging technologies help state actors impose
surveillance and repression. The tactics and tools
of digital surveillance can be harnessed for both,
fuelling information disorders in elections and
repressing professional groups that offer resist-
ance, such as traditional press and civil society.

For several states in Africa, facing rising domestic
pressure, the ability to control spheres of cyber-
influence and information infrastructures is part
of a “survival strategy” to preserve regime stability.
These governments have direct interest in over-
seeing and censoring content and information
that could undermine, even imperil, domestic sta-
bility and regime legitimacy. In recent years, a
series of cybersecurity legislation have been pro-
posed and passed by Kenya, Nigeria, and other
states in the name of defending and protecting
national interest in the fight against terrorism,
even if, at times, such legislation violates individual
rights.14 Beyond violations of human rights and
freedom of expression, national security measures
have gradually led to a shrinking of civic space.
Today, the risk for populations is the closing of
“virtual civic space.”

•  Fourth, when foreign countries or corporations
engage in spreading information disorders in far-
away fragile nations, they are often incentivized
by a long-term agenda of power and resource
capture.15 This is obvious in African countries
where foreign companies collude with political
and economic elites for the shaping of electoral
outcomes. These foreign companies are promised
access to growing markets and industries, involv-
ing data, oil, genetic and biodiversity resources,
rare earth minerals and metals. Increasingly, inter-
ference by foreign interests is not confined to
influencing elections. For years and in dozen
African countries, corporations of lobbyists and
data-brokers like the SCL Group have been
analysing data about African populations, from
health, nutrition, sanitation, weapons to militarized
youth.16 These political consultancy firms are part
of what this report calls the “global supply chains
of surveillance.” And the sensitive datasets they
collect give them and other companies to whom
the data is auctioned off, more influence in the
current race for strategic positioning in Africa.

The above four trends form the anatomy of infor-
mation disorders. And these trends are actually
happening in most countries – Kenya, Nigeria, South
Africa, India, Malaysia and Brazil – that have been
targeted by companies in the political consultancy
business.

3
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Yet, this report is also an urgent call for considering
the far-reaching geopolitical implications we face at
the intersection of several transformative shifts: a
multipolar competition for mastering converging
technologies; the rise of cyber-sovereignty as an
emerging governance model for nations, increasingly
distancing themselves from the West; the crucial
importance of  the African continent as a geostrate-
gic market for positioning and controlling of tech
futures; finally, the challenge of normative leadership
and, ultimately, the relevance of the multilateral sys-
tem and its capacity for norm setting.

Africa’s Geostrategic 
Importance in a Multipolar
Competition
The report therefore depicts the wider geopolitical
story behind the instrumentalization of information
disorders in elections across Africa. This is a story in
three acts, with ramifications for state-power, cyber-
sovereignty, and geo-strategy.

• Like metastases on the global map, information
disorders seem to rapidly contaminate the Global
South, affecting elections in both, fragile democ-
racies and authoritarian states. Yet, the tools of
epistemic and emotional manipulation do not ran-
domly spread through the wired bloodstream of
global connected platforms. In African nations, the
convergence of AI and data-capture technologies
is harnessed by state-power, not only for manip-
ulating populations’ behaviours in elections, but
for strengthening regimes through pervasive algo-
rithmic surveillance, repression and control.
Algorithmic and biometrics platforms – the 
biometrics assemblage – serve powerful securiti-
zation agendas.

Increasingly, populations and civil society in Kenya,
Nigeria and South Africa are questioning the ten-
sions around the digital economy’s social contract:
What is the balance between individual rights and
state-command of collective security and pros-
perity in the digital economy? Policymakers across
the world face this question, but in several African

countries where population-wide biometrics ID
projects have started without robust data-protec-
tion oversight, it is being posed with urgency.

In Kenya, Nigeria and South Africa, 2019 has wit-
nessed nascent normative efforts around privacy
and data-protection.17 What is at stake is a com-
petition between the values of liberal democracies
with new forms of digital authoritarianism. The
commodification of massive streams of popula-
tions’ data means that, in the future, governments
may be able to not only monitor and control the
behaviours of individuals, groups, professions and
media communities, but also produce economic
value to be redistributed. The risk is that digital
authoritarian regimes could become models to
ensure ruling elite preservation – with its dynamics
of resource capture – and provide both, growth
and security under a repressive social order.

Interestingly, the question of data protection radi-
ates back into the international arena because, in
the global digital economy, population data flow
across borders. A rising concern for policymakers,
diplomats and CEOs with global reach, is the risk
to face increasing competing visions of governance
and a balkanization of cyberspace with diverging
standards on privacy, security, free speech, and
cross-border data-transfers. As data protection
laws emerge in countries in Africa, governments
might impose tighter national control of the inter-
net, for instance by adopting China’s
data-localization principles, requesting data to be
stored in the country of origin. This is why we cur-
rently witness a race between U.S. and Chinese
technological platforms to build data centres and
information infrastructures on strategic territories
– coastal cities and resource-hotspots – in African
countries. In February 2019, Huawei launched its
first data centre in Egypt, which conveniently bor-
ders the corridor that connects East Africa to
Europe. The Chinese telecom also signed a con-
tract with the Algerian government to build a data
centre for its custom and border authority. With
BRI agreements signed with Morocco, Algeria,
Tunisia and Egypt, China has a footprint in the
Mediterranean.18



Regulatory moves towards data-localization and
cyber-sovereignty would make it increasingly diffi-
cult for the United Nations and its agencies (like
the World Health Organisation) to rely on global
data-sharing to address shared problems such as
mitigating the consequences of pandemics. This
is another complex governance problem, which
the United Nations will have to address if the insti-
tution wants to stay relevant when it comes to
crisis prevention and global development.

• Increasingly, national elections can be influenced
to define what model of cyber-sovereignty will pre-
vail on the world’ stage. Once, primarily, a strategic
moment in a country’s national political process,
each election now provides foreign tech-leading
nations with an opportunity to shape technological
and data-governance models, and to play a role
in the global historic definition of cyberspace.

In African countries particularly, information dis-
orders during elections start demonstrating the
endorsement of the Sino-Russian model of cyber-
nationalism up to a normative scale.  Such
normative influence is based increasingly on close
ties with China that helps to build and, more
importantly, to control technological, information
and resource infrastructures.  While lacking China’s
economic power and cyber-diplomacy, Russia
relies on ad hoc political engineering of campaigns
to degrade social cohesion among African popu-
lations, create instability and carve specific sectors
for resource-capture. Russia’s most obvious and
successful interference in Africa targeted the far-
away island of Madagascar.19 The operation was
orchestrated for the Kremlin by Russian agents
linked to Yevgeny Prigozhin, the oligarch accused
of interfering in the U.S. 2016 elections. 

While countries like Kenya, South Africa and Nige-
ria are already deploying, with success,
transformative financial services in the digital econ-
omy, they still face sustained economic and
capacity building challenges, and as importantly,
weaknesses in governance. They are therefore
likely to partner with tech-leading nations to build
the required information infrastructures and
import the converging technologies’ expertise

needed to secure further integration into the
global digital economy. The countries they choose
to partner with will inevitably bring and potentially
impose, specific technical standards, proprietary
agreements and normative governance. 

At the same time, on the global scene, Kenya,
Nigeria and South Africa represent an Eldorado
of growing digital markets, with access and control
over large populations’ data, as well as energy and
mineral resources needed to power the digital
economy. Even more, these countries constitute
different geostrategic territorial corridors where
to build future 5G digital architectures as well as
cloud-computing and satellite data centres. Within
a context of rising multipolar competition, gov-
ernments in Kenya, Nigeria and South Africa will
determine which governance model is going to
help them secure relative economic growth and
autonomy without endangering regime stability.
China’s cyber-sovereignty model emerges as a
potential option, which applies cyber-surveillance
to preserve regime legitimacy and prevent external
threats.

Empowering African 
Societies and the Future of
Multilateralism
In a world in which states and corporations increas-
ingly partner to monitor populations’ behaviours
and their information networks, how can the United
Nations (UN) provide normative leadership to help
promote populations’ data protection and therefore
protect human rights? In particular, can UN agencies
gather member states’ support to prevent the rising
forms of political data-collection and manipulation
that impact populations through information disor-
ders and electoral disruptions?

In the absence of adequate laws, policies, and cor-
porate practices that are grounded in internationally
recognized principles for human rights, the most
intimate data we share can be used to undermine
democratic processes and hurt citizens, in particular,
the most vulnerable among us. 

5
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A timely and crucial diagnosis is that, in the race to
achieve the promises of the digital economy, we face
a pervasive, harmful gap between our normative
frameworks and the implementation of meaningful
accountability. This is essentially a failure, an inca-
pacity to translate high-level ethical declarations into
viable normative mechanisms that can ensure
meaningful accountability, for an array of popula-
tions, with their particular vulnerabilities, but also
their normative socio-cultural contexts. 

In 2020, 24 African countries out of 53 are in the
process of adopting or updating laws and regula-
tions to protect citizens’ personal data.20 This is
where the African Union (AU) and the UN could play
a unique role in normative leadership. Both institu-
tions provide a forum where public and private
sector actors, in collaboration with civil society, could
perform what the author calls “normative foresight.”
Such foresight effort would focus on multistake-
holder collaborations to translate high-level
principles of personal data protection laws into oper-
ational, accountable mechanisms and practices.
They will also need to stress-test these normative
practices in the context of different scenarios where
privacy could be breached and personal data
abused, resulting in human right violations. Civil soci-
ety actors, policymakers and data-protection experts
from Kenya and Nigeria might be crucial partners
to include in this effort of normative guidance.

In a 2019 landmark report for the UN University,
the author proposed to equip the UN with a global
foresight observatory, which would develop a
responsible governance approach to harness AI and
converging technologies for the UN conflict preven-
tion agenda and for social empowerment.21 This
global observatory could foster tailored collaboration
to support civil society organisations, digital rights
labs and young innovators in Africa in their effort to
build governance accountability models that meet
the ethical needs of African democracies. 

In this brokering function, an array of entities within
the United Nations system could play a role that is
sorely needed at the international level: 1) support
to negotiate adequate normative frameworks for

populations’ data-protection, privacy and digital
rights; 2) normative foresight to better implement
data-protection mechanisms, which are tailored to
African countries’ challenges; and 3) the develop-
ment of strategic monitoring and crisis planning
capacity for electoral management bodies to help
mitigate the impact of information disorders in elec-
tions and the risks of their own data manipulation.

Still the risk exists that, in the near-future, tech-
leading nations and their corporate partners will
increasingly instrumentalise the UN mandate in nor-
mative and technical capacity-building to crystallize
their competitive advantage (through standards and
proprietary technologies) and augment their control
over transnational cyberspace infrastructures. 

Beyond the internet of bodies and minds, states’
competition is also about amplifying spheres of nor-
mative influence through discursive power and the
cyber-stories they tell. The race for showing gover-
nance leadership, through narratives and actions, is
clear during the pandemic that erupted in the begin-
ning of 2020. China, for instance, tried to eclipse
foreign fears and resentment about the dramatic
global impact of Covid-19 with soft power, by sending
medical equipment to European countries that were
too burdened to share supplies within their internal
market’s borders.22 Domestically, videos of hospitals
built in haste were supposed to provide virtual 
consolation to China’s affected populations.23

The UN will not be immune to rising attempts at
using soft discursive power and information disor-
ders to weaken the traditional values and norms of
multilateralism. This era of information disorders
and “emotion wars” strongly affect trust in the mul-
tilateral order and in the UN leadership to protect
global populations, not only from technological and
biological threats, but also from surveillance, digital
and epistemic manipulation. For the UN, the only
way ahead to preserve relevance is to provide for-
ward-looking and robust normative leadership,
partnering with the next-generation of civil society
and private sector actors to empower populations
across the world. Visionary normative leadership is
needed.



We live in an age where AI technologies augment
the potential of what Foucault termed “bio-
politics,”24 a series of interventions and regulatory
controls aimed at constantly monitoring information
about large populations. The supremacy to use algo-

7

STRATEGIC &
TAKE-AWAY MESSAGES

Societies across Africa face an unprecedented revolution
powered by the integration of AI and data-optimization
technologies within politics and society.

State and private sector actors involved in African elections
exploit the combination of AI and populations’ sensitive data
to exert new forms of political and social engineering.

In an increasing number of African countries, monitoring and
controlling populations serve a securitisation agenda where
converging technologies help state actors to impose
surveillance and repression.

The geopolitical risk is for those African nations to adopt
China’s governance model based on cyber-sovereignty. In
China’s geostrategic positioning, Africa features at the centre
of a rising multipolar competition to ascertain control over
the transnational information infrastructure of the global
digital economy.

If multilateral institutions aim to stay relevant in addressing
shared problems, from preventing pandemics to mitigating
climate change, they need to exert normative leadership to
help empower and protect African populations in the digital
economy.

rithmic information networks to manipulate popu-
lations’ beliefs, attitudes and behaviours within and
beyond your borders is today the most strategic
way to gain material and global power. 
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This report aims to analyse the anatomy of infor-
mation disorders and their impact on elections
in several African countries, including Kenya, 
Nigeria and South Africa. It also demonstrates
why and how influencing elections in Africa is
critical for geostrategic positioning in an era of
rising multipolar competition. This wider geopo-
litical story has significant ramifications for
state-power, cyber-sovereignty, and the future
of multilateralism.

Section I of the report provides a condensed
analysis of some of the overarching technological,
political and geostrategic trends that contribute
to the proliferation and amplification of informa-
tion disorders in African elections. These trends
form the anatomy of information disorders
– also called “cognitive-emotional conflicts” or
“emotion wars” – new forms of political and social
engineering, exploiting data and digital technolo-
gies, to monitor and control populations. Section
I also offers a succinct overview of how the above-
mentioned four trends have impacted Kenyan
elections. Next sections present more in-depth
case-study analyses, involving Kenya, Nigeria and
South Africa.

Section II explores a major paradigm – Africa’s
Internet of Bodies and Minds – in which
African societies face an unprecedented upheaval
powered by the integration of AI and data-opti-
mization technologies into politics, daily life and
elections. Across countries in Africa, biometric,
algorithmic and digital ID systems centralize pop-
ulations’ sensitive data with the opportunity to
provide access to essential public services. But,
in context where robust oversight of human rights
and data protection is lacking, such systems cre-
ate pervasive risks, from crystallizing
discrimination to the exploitation of personal
information for electoral gain. Most troubling per-
haps are failures to ensure accountability and
responsibility for risks, in particular when those

technologies are used in elections. Implications
for populations’ privacy and agency could be cor-
rosive. Equipped with the technological tools to
analyse and control how humans act upon infor-
mation and knowledge, government and
corporations involved in Africa’s elections can
increasingly monitor and influence populations’
attitudes with the drastic potential to manipulate
and restrict political agency.

Section III focuses on case-studies in Kenya,
Nigeria and South Africa to examine the digital
manipulation machine behind “Manufacturing
and Spreading Emotion Wars:” 1) building
voters’ profiles using leaked, sold or un-encrypted
data from large government and private services
databases; 2) crafting vivid, even graphically  vio-
lent propaganda that exploits ethnic and
socio-economic tensions to target segments of
the electorate defined by ethnicity, political lean-
ings and age; 3) relying on networks of surrogates
to inundate information spheres such as private
messaging applications as well as TV, radio, and
social media; 4) running powerful digital ad cam-
paigns and tweaking algorithmic search engine
and algorithmic content-regulation on social
media platforms; 5) silencing resistance by cap-
turing or waging a war on traditional media
structures.

Section IV illustrates how information disorders
play a role in a larger securitization agenda. This
section provides a detailed account of how
African states harness converging technologies,
including AI and biometrics, facial and affect
recognition, for political and social control. It also
unveils the influence of China’s social credit sys-
tem on African societies and describes the
Global Supply Chains of Surveillance. By con-
stantly monitoring “traceable bodies and minds,”
such biopolitics forces exert and amplify dynamics
of exclusion and discrimination imposed on pop-
ulations that are already vulnerable.

Report’s Rationale & Content



Section V demonstrates how information disorders
are symptomatic of a wider multipolar competition
for normative influence in cyberspace. Governments
in Kenya, Nigeria and South Africa have to decide
what cyber-governance model will help project sov-
ereignty, while leading towards economic and
security autonomy. And the governance options they
will take increasingly depend on the tech-leading
nation they partner with. This section provides an
in-depth analysis of the Sino-African Roads to
Converging Tech Futures, following China’s Belt
and Road Initiative. 

The conclusion offers a future research agenda for
the UN and electoral management bodies. It finally
reflects on the role that the multilateral system could
play to help empower African societies to prevent
digital and electoral manipulation: 1) support to
negotiate adequate normative frameworks for pop-
ulations’ data-protection, privacy and digital rights;
2) normative foresight to better implement data-
protection mechanisms, which are tailored to African
countries’ challenges; and 3) the development of
strategic monitoring and crisis planning for electoral
management bodies to help mitigate the impact of
information disorders in elections.
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National elections can be influenced to define what model of 
cyber-sovereignty will prevail on the world’ stage.“
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