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 � Concerned with the power asymmetries between big tech companies and Indian 
citizens in terms of data sharing and processing practices, the Indian government 
has put in place a number of policies seeking to unlock the developmental poten-
tial of data for Indian citizens. 

 � While several policy instruments are still works in progress and need improvement 
to be in line with India’s constitutional framework, international human rights law 
and economic welfare, they have advanced some important conceptual innova-
tions. One such innovation is “community data,” which attempts to delineate the 
rights and interests a community would have in its data. 

 � +RZHYHU��WKH�H[LVWLQJ�IUDPHZRUN�GRHV�QRW�VDWLVIDFWRULO\�GHȴQH�FRPPXQLW\��DQG�GRHV�
QRW�VXɝFLHQWO\�EDODQFH�WKH�SULYDF\�DQG�GHFLVLRQDO�DXWRQRP\�RI�LQGLYLGXDOV�ZLWK�WKH�
interests of the community and the nation in economic and social empowerment. 

 � The gap can be addressed by looking at Indian jurisprudence on privacy and deci-
sional autonomy, and analysing how existing case law can be applied to the digital 
era. As Europe grapples with debates about “technological sovereignty,” the fram-
ing of community data in line with Indian privacy jurisprudence may be valuable.  

 � Policy Recommendation 1: By studying unique Indian case law on privacy that 
GHDOV�ZLWK�WKH�TXHVWLRQ�RI�LQGLYLGXDO�DQG�JURXS�ULJKWV��ZH�ȴQG�WKDW�GHFLVLRQDO�
DXWRQRP\�LV�WKH�IXOFUXP�RI�SULYDF\�MXULVSUXGHQFH��DQG�WKXV�VKRXOG�EH�WKH�HGLȴFH�
IRU�DQ\�SROLF\�IUDPHZRUN��ΖQ�D�FDVH�RI�FRQȵLFW�EHWZHHQ�LQGLYLGXDO�DQG�JURXS�ULJKWV��
individual rights must prevail. 

 � Policy Recommendation 2: Providing communities with adequate rights and 
interests while also prioritising individual rights is very much in line with human 
rights principles espoused by Europe, and endorsed in the General Data Protec-
tion Regulation (GDPR), and Europe should consider how an improved version of 
India’s community data approach may be used to further its digital sovereignty 
vision without compromising on European human rights ethos.

Key  
Takeaways
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1Intro 
duction The last decade has witnessed a sea 

change in the power asymmetries that shape 
society and global governance structures alike. 
The rise of “big tech” companies that monetize 
individual data has triggered a global discourse 

on individual privacy in the digital age. Europe has been at the forefront of driving 
these developments by setting the benchmark on personal data protection laws with 
its General Data Protection Regulation (GDPR). India and other Asian economies have 
followed suit with their own data protection laws, enacted or proposed, modelled 
largely on European standards.

The policy and legal discourse in India has additionally focused on an equally 
important strand of this power asymmetry, relevant both for India and other emerging 
Asian economies. This asymmetry, appropriately called “data colonialism,” describes 
WKH�H[WUDFWLYH�HFRQRPLF�SUDFWLFHV�RI�JOREDO�WHFKQRORJ\�JLDQWV�WKDW�GHULYH�EHQHȴWV�IURP�
the data of citizens in Global South countries to consolidate their own market power, 
at the expense of developmental needs in these very countries.1 

The “data for development” narrative has centred around a conception of com-
munity data, which has been referred to in multiple policy instruments, and which has 
been articulated most comprehensively in the recent report on Non-Personal Data, 
submitted to the Ministry of Electronics and Information Technology (MeitY) by the 
Gopalakrishnan Committee.2 This Committee of Experts was set up by MeitY in 2019 
to provide recommendations on creating a framework for governance of Non-Personal 
Data. At its core lies the idea that the “community” of Indian citizens, through the state, 
KDYH�WKH�ULJKW�WR�UHFHLYH�WKH�ZHOIDUH�EHQHȴWV�RI�DQ\�GDWD�JHQHUDWHG�E\�RWKHU�FLWL]HQV��
EHQHȴWV�WKDW�DUH�FXUUHQWO\�EHLQJ�H[WUDFWHG�VROHO\�E\�SULYDWH�WHFKQRORJ\�FRPSDQLHV�3

The framing of community data in the policy instruments leaves much to be 
GHVLUHG��DV�ZH�LGHQWLI\�LQ�WKH�ȴUVW�VHFWLRQ�RI�WKLV�SDSHU��+RZHYHU��LW�LV�DOVR�D�EROG�OHJDO�
innovation aimed at granularly addressing the rhetorical framing of data for the public 
JRRG��7KH�EHQHȴWV�RI�GDWD�SURFHVVLQJ��DQG�
the rights associated with the data one 
produces must be distributed equitably 
DFURVV�GHȴQHG�FRPPXQLWLHV��DQG�WKH�VXE�
groups and individuals that make up these 
GHȴQHG�FRPPXQLWLHV��7KHVH�DUH�JDSV�QRW�
addressed by the policy ecosystem in India 
which is surprising given that answers 

�� &RXOGU\��1LFN�DQG�8OLMLHV�0HMLDV�������bȊ'DWDb&RORQL-
DOLVP��UHWKLQNLQJ�ELJ�GDWDȇV�UHODWLRQbWRbWKHbFRQWHP-
SRUDU\�VXEMHFW�ȋ�7HOHYLVLRQ�DQG�QHZb0HGLD���KWWSV���
HSULQWV�OVH�DF�XN���������&RXOGU\B'DWD�FRORQLDOLVPB 
$FFHSWHG�SGI��

�� 7KH�FRPPLWWHH�ZDV�VHW�XS�WR�DUWLFXODWH�D�JRYHUQ-
DQFH�IUDPHZRUN�IRU�QRQ�SHUVRQDO�GDWD�LQ�ΖQGLD�

�� 6HH�%DVX��$ULQGUDMLW��������ȊΖQGLDȇVbUROHbLQbJOREDO�
F\EHU�SROLF\�IRUPXODWLRQ�ȋ�/DZIDUH���KWWSV���ZZZ� 
ODZIDUHEORJ�FRP�LQGLDV�UROH�JOREDO�F\EHU�SROLF\� 
IRUPXODWLRQ��
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can readily be extrapolated by relying on landmark Indian judgments on privacy. In 
WKLV�SDSHU��ZH�DWWHPSW�WR�ȴOO�VRPH�RI�WKHVH�JDSV�E\�UHO\LQJ�RQ�XQLTXHO\�ΖQGLDQ�OHJDO�
thought. As Europe engages with technological sovereignty and tries to govern data to 
further the growth and equitable distribution of economic welfare, the innovation of 
community data has several learnings that will enable equitable distribution of rights 
DQG�UHVRXUFHV��DQG�WKH�IXOȴOPHQW�RI�D�ULJKW�WR�SULYDF\�

The objective of this paper is not to arrive at or recommend an overarching frame-
ZRUN�IRU�WKH�JRYHUQDQFH�RI�GDWD�DQG�H[WUDFWLRQ�RI�LWV�HFRQRPLF�EHQHȴWV��ΖW�LV�OLPLWHG�WR�
positing the Indian notion of “community data” as a workable legal innovation, while 
acknowledging and recommending solutions to the gaps in its present conception. The 
SDSHU�LV�GLYLGHG�LQWR�WKUHH�EURDG�VHFWLRQV��7KH�ȴUVW�FKDUWV�RXW�WKH�SROLF\�WUDMHFWRU\�WKDW�
GHȴQHV�FRPPXQLW\�GDWD�DQG�KLJKOLJKWV�ODFXQDH�LQ�LWV�SUHVHQW�IUDPLQJ��7KH�VHFRQG�FKDUWV�
out the historical evolution of community and group interests in Indian constitutional 
jurisprudence, focussing on jurisprudence around the right to privacy. Finally, the third 
aims to use this jurisprudence to answer some of the questions that the framing in the 
previous sections poses on the conceptions of community data. It also highlights the 
lessons Europe may draw from the Indian framing of community data.
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Over the past few years, the incursion of foreign data-driven technology com-
panies into India has resulted in clarion calls for preserving India’s “data sovereignty,” 
and championing strategies for using the data of Indian citizens for their own devel-
opment. After a series of cacophonous policy moves attempting to conceptualise the 
notion of data for “public good,” in July 2020, a committee on non-personal data set up 
by the Ministry of Electronics and Information Technology (MeitY) released a non-per-
sonal data framework (hereinafter “NPD Report”) that attempted to comprehensively 
outline the contours of community non-personal data.4�7KLV�LV�WKH�ȴUVW�UHSRUW�LQ�WKH�
ZRUOG�WKDW�ORRNV�WR�GHȴQH��FRQVWUXFW�DQG�FKDUW�RXW�WKH�FRQWRXUV�RI�ȊFRPPXQLW\�GDWD�ȋ�
although there are several gaps in its framing. This section of our paper will critically 
engage with the existing legal and policy framework, and the recommendations of the 
NPD report, while trying to situate it within the existing policy ecosystem seeking to 
govern data, since the report itself fails to draw clear links.

WKHQ�GHȴQLQJ�FRPPXQLW\�GDWD��WKH�6ULNULVKQD�&RPPLWWHH�5HSRUW���������ZKLFK�
DFFRPSDQLHG�WKH�ȴUVW�GUDIW�RI�WKH�SHUVRQDO�GDWD�SURWHFWLRQ�ELOO��FKDUWV�RXW�D�FROOHFWLYH�
SURWHFWLRQ�RI�SULYDF\�IRU�DQ�LGHQWLȴDEOH�
community that has contributed to com-
munity data.5�ΖW�GRHV�QRW�SRVLW�DQ\�VSHFLȴF�
recommendations, but suggests that a 
suitable law should facilitate the provision 
of collective protection of privacy to an 
LGHQWLȴDEOH�FRPPXQLW\�WKDW�KDV�FRQWULE-
uted to community data through class 
action remedies or group sanctions.6 The 
draft E-commerce policy (2019) broadens 
the notion of community data as “societal 

2“Community 
Data” in  
Indian Policy

�� 7KH�UHSRUW�GHȴQHV�QRQ�SHUVRQDO�GDWD�DV�ȊFirstly, data 
WKDW�QHYHU�UHODWHG�WR�DQ�LGHQWLȴHG�RU�LGHQWLȴDEOH�QDW-
ural person, such as data on weather conditions, data 
from sensors installed on industrial machines, data 
IURP�SXEOLF�LQIUDVWUXFWXUHV��DQG�VR�RQ��6HFRQGO\��GDWD�
ZKLFK�ZHUH�LQLWLDOO\�SHUVRQDO�GDWD��EXW�ZHUH�ODWHU�PDGH�
DQRQ\PRXV��'DWD�ZKLFK�DUH�DJJUHJDWHG�DQG�WR�ZKLFK�
certain data-transformation techniques are applied, to 
WKH�H[WHQW�WKDW�LQGLYLGXDO�VSHFLȴF�HYHQWV�DUH�QR�ORQJHU�
LGHQWLȴDEOH��FDQ�EH�TXDOLȴHG�DV�DQRQ\PRXV�GDWD�ȋ

�� 6UL.ULVKQD�&RPPLWWHH��������Ȋ$�)UHH�DQG�)DLU�'LJLWDO�
(FRQRP\�ȋ��KWWSV���ZZZ�PHLW\�JRY�LQ�ZULWHUHDGGDWD�
ȴOHV�'DWDB3URWHFWLRQB&RPPLWWHHB5HSRUW�SGI��

�� 6UL.ULVKQD��&RPPLWWHH�b�����bȊ$b)UHHbDQGb)DLUb�'LJLWDO�
(FRQRP\�ȋ
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FRPPRQVȋ�RU�D�ȊQDWLRQDO�UHVRXUFH�ȋ�ZKHUH�WKH�XQGHȴQHG�ȊFRPPXQLW\ȋ�KDV�ULJKWV�WR�
access datasets, but the government has overriding control.7 

A related idea that further confuses matters is the notion of “data as a pub-
lic good” articulated in Chapter 4 of the 2019 Economic Survey Report, a document 
published by the Ministry of Finance along with the annual budget.8 The report states 
that the personal data of an individual can be considered a public good when it is in 
government custody, and the datasets are anonymised. It does not engage clearly 
with non-excludability and non-rivalry – economic prerequisites for an entity to be 
considered a public good. Instead, it allows private corporations to bid for data being 
held by the government, which is fundamentally incompatible with both conditions.

Given this uncertain backdrop, the NPD report makes a fair attempt at trying to 
UHVROYH�VRPH�H[LVWLQJ�JDSV�LQ�GHȴQLQJ�DQG�FRQFHSWXDOLVLQJ�FRPPXQLW\�GDWD��)LUVW��WKH�
UHSRUW�GHȴQHV�D�FRPPXQLW\�DV�Ȋany group of people that are bound by common interests 
and purposes and involved in social and/or economic interactions. It could be a geographic 
community, a community by life, livelihood, economic interactions or other social interests 
and objectives and/or an entirely virtual communit\�ȋ�7KLV�GHȴQLWLRQ�FDVWV�D�ZLGH�QHW�
RQ�WKH�NLQGV�RI�JURXSV�WKDW�PLJKW�JHW�FODVVLȴHG�DV�D�FRPPXQLW\��)XUWKHU��LW�SURYLGHV�
no clarity on the relationship between the individual and the community. When does 
an individual become a part of the community? When does membership translate to 
common rights over and access to resources such as data? 

The report then notes that “community non-personal data” includes non-personal 
data, which includes both personal data that has been anonymised, and non-personal 
data about animate and inanimate phenomena. Interestingly, it uses the examples 
of data collected by municipal corporations, and private players, such as ride-hailing 
FRPSDQLHV��WR�KHOS�FODULI\�WKH�SRLQW��7KLV�IXUWKHU�WURXEOHV�WKH�GHȴQLWLRQ�RI�D�FRPPXQLW\�
because it seems to suggest that all users of ride-hailing companies, or all individuals 
who provide data to municipal corporations, form a single community, even though 
the individuals may not have consented to community membership or a joint gov-
ernance framework for ostensibly shared resources. These are important theoretical 
JDSV�WKDW�QHHG�WR�EH�ȴOOHG�EHIRUH�DQ\�JRYHUQDQFH�IUDPHZRUN�IRU�QRQ�SHUVRQDO�GDWD�LV�
conceptualised. In the next section, we bring to light several theories evolved in Indian 
constitutional jurisprudence to do so.

At this stage, it is important to distinguish the construct of “community data” 
from related concepts in existing academic discourse. “Group privacy” is a limited 
interest that groups have in data, which is 
extracted using aggregated individual data 
via algorithmic analysis that in certain cases 
where the individual and the data processor 
are unaware of.9 “Community data,” as we 
describe in this paper, is a far broader set 
of rights and interests that is not limited to 
group privacy.

�� ΖQGLDQ�'HSDUWPHQW�IRU�3URPRWLRQbRIb�ΖQGXVWU\�
DQG�ΖQWHUQDO�7UDGH��������Ȋ'UDIW�(��&RPPHUFH�
3ROLF\�ȋ��KWWSV���GLSS�JRY�LQ�VLWHV�GHIDXOW�ȴOHV� 
'UDIW1DWLRQDOBH�FRPPHUFHB3ROLF\B��)HEUXDU\ 
�����SGI�����

�� ΖQGLDQ0LQLVWU\�RI�)LQDQFH��������Ȋ(FRQRPLF�6XU-
YH\�RI�ΖQGLD�ȋ�ΖQGLD�%XGJHW���KWWSV���ZZZ�LQGLD�� 
EXGJHW�JRY�LQ�EXGJHW��������HFRQRPLFVXUYH\� 
GRF�HFKDSWHU�SGI�������

�� .DPPRUXLHK��/DQDK��������Ȋ*URXS�3ULYDF\�LQ�
WKH�DJH�RI�ELJ�GDWD�ȋ�ΖQ�/LQQHW�7D\ORU��/XFLDQR�
)ORULGL��DQG�%DUW�9DQ�'HU�6ORRW��HGV���*URXSb3UL-
YDF\��1HZ�&KDOOHQJHV�RI�'DWD�7HFKQRORJLHV�bHei-
GHOEHUJ� 6SULQJHU�ΖQWHUQDWLRQDO�3XEOLVKLQJ�
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A pervading theme in the Indian Constitution and its interpretation by Indian 
FRXUWV�KDV�EHHQ�WKH�FRQȵLFWLQJ�QDWXUH�RI�IXQGDPHQWDO�ULJKWV��:KLOH� LQ�PRVW�FDVHV��
individuals hold rights against the state, there are several instances of horizontal rights 
applicable against private actors, and more curiously, occasions where right holders 
are recognised groups, not individuals. Historically, the primary group that emerged 
as the bearer of group rights in India was religious communities, through the clear 
demarcation of public-private spheres by personal laws.10 The primary focus in Indian 
MXULVSUXGHQFH�RQ�JURXS�ULJKWV�KDV�EHHQ�RQ�WKH�LGHQWLȴFDWLRQ�RI�D�JURXS�LQWHUHVW� LQ�
protecting itself from external interference, rather than on laws governing groups that 
protect individuals from group-related harms.

Prior to the Supreme Court’s judgment in K S Puttaswamy and others v. Union of 
India,11 (Puttaswamy) it had not clearly established a right to decisional autonomy as a part 
of the right to privacy. The choice of individuals, such as women’s reproductive rights,12 
dietary choices,13 and the choice of gen-
der,14 had been recognised as integral to 
the right to privacy on various occasions, 
but Indian jurisprudence on this matter 
has been fraught with inconsistencies. It 
is in this regard that this judgment’s clear 
and emphatic recognition of decisional 
DXWRQRP\�LV�PRVW�VLJQLȴFDQW��7KUHH�GHF-

10� )ODYLD��$JQHV��������Family Laws and Constitutional 
&ODLPV��9RO����1HZ�'HOKL��2[IRUG�8QLYHUVLW\�3UHVV�

11� &DVH�ZKLFK�HVWDEOLVKHG�WKH�ULJKWbWRb�SULYDF\bDVbD�
IXQGDPHQWDO�ULJKW�LQ�ΖQGLD�

12 6XFKLWD�6ULYDVWDYD�Y��&KDQGLJDUKb�$GPLQLVWUDWLRQ� 
$Ζ5������6&�����

13 +LQVD�9LURGKDN�6DQJK�Y�0LU]DSXUb0RWLb.XUHVKb-DPDW� 
$Ζ5������6&������

14 1DWLRQDO�/HJDO�6HUYLFHV��$XWKRULW\b�1$/6$�bYb8QLRQbRI�
India,�$Ζ5������6&������

3Community 
Rights and Pri-
vacy in Indian 
Jurisprudence
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ades earlier, in T Sareetha v. Venkat Subbaiah (Sareetha), the Andhra Pradesh High Court 
had held that coercing someone to live with their spouse violated their right to privacy, 
a judgment overturned by the Supreme Court soon after. The reasoning behind the 
+LJK�&RXUWȇV�MXGJPHQW�IRUPV�WKH�EDVLV�RI�WKH�6XSUHPH�&RXUWȇV�FOHDU�LGHQWLȴFDWLRQ�RI�
decisional autonomy in Puttaswamy, and its centrality to the right of privacy. 

TKLV�EULQJV�XV�WR�WKH�NH\�FRQȵLFW�EHWZHHQ�WKH�LQGLYLGXDO�ULJKW�DQG�JURXS�ULJKW�
to privacy.15�7KH�GLHUHQW�GLPHQVLRQV�RI�SULYDF\�RIWHQ�ZRUN�WRJHWKHU�WR�SURWHFW�WKH�
individual, but it bears asking which value must prevail over others when they are in 
FRQȵLFW��)LUVW�Sareetha, as a lone overturned High Court judgment, and decades later, 
Puttaswamy, with the full might of a nine-judge Supreme Court bench, clearly locate 
decisional autonomy and informed consent as the abiding principle from which other 
GLPHQVLRQV�RI�SULYDF\�ȵRZ��

Much like decisional autonomy is a key principle for the right to privacy, group 
interests rely on the idea of self-determination, which is now recognised as a core 
WHQHW�RI�SXEOLF�LQWHUQDWLRQDO�ODZ�DV�ZHOO��:KLOH�ȴUVW�IRUPXODWHG�DV�D�SROLWLFDO�SULQFLSOH�
during the mid-century decolonisation era, the internal aspects of self-determination 
have gained more importance in recent times. Shaw has described self-determination 
as “a people’s pursuit of its political, economic, social and cultural development within 
the framework of an existing state.”16

This backdrop necessitates discussion on two questions. First, how can commu-
QLWLHV�EH�LGHQWLȴHG�IRU�WKH�SXUSRVH�RI�FLUFXPVFULELQJ�EHQHȴWV��DQG�VHFRQG��KRZ�FDQ�
we identify individuals that belong to a part of that community?

��� ΖW�KDV�EHHQ�DUWLFXODWHG�SUHFLVHO\�E\�%KDWLD��Ȋ'RHV�
WKH�&RQVWLWXWLRQ�WUHDW�JURXSV�DV�EHDUHUV�RI�YDOXH�
LQ�WKHLU�RZQ�ULJKW��RU�GRHV�LW�YLHZ�JURXSV�DV�
LQVWUXPHQWDO�WR�DFKLHYLQJ�LQGLYLGXDO�IXOȴOOPHQW��
DQG�WKHUHIRUH�JXDUDQWHH�JURXS�ULJKWV"ȋ�%KDWLD��
*DXWDP��������Ȋ)UHHGRP�IURP�&RPPXQLW\��
ΖQGLYLGXDO�5LJKWV��*URXS�/LIH��6WDWH�$XWKRULW\�
DQG�5HOLJLRXV�)UHHGRP�XQGHU�WKH�ΖQGLDQ�&RQVWL-
WXWLRQ�ȋ��KWWSV���VVUQ�FRP�DEVWUDFW ���������

16� ΖQ�������WKH�8QLWHG�1DWLRQV�*HQHUDO�$VVHPEO\�
UHFRJQLVHG�WKH�ȊULJKW�RI�SHRSOHV�DQG�QDWLRQV�
WR�SHUPDQHQW�VRYHUHLJQW\�RYHU�WKHLU�QDWXUDO�
ZHDOWK�DQG�UHVRXUFHV�ȋ�ΖW�LV�D�FOHDU�DUWLFXODWLRQ�
QRW�RQO\�RI�JURXS�LQWHUHVWV�EXW�DOVR�D�JURXSȇV�
ULJKW�WR�KDYH�LWV�VD\�RYHU�UHVRXUFHV�GHHPHG�
FUXFLDO�WR�WKH�FROOHFWLYH�LQWHUHVWV�RI�WKH�JURXS��
6HH�6KDZ��0DOFROP��������ΖQWHUQDWLRQDO�/DZ��)LIWK�
(GLWLRQ��&DPEULGJH��&DPEULGJH�8QLYHUVLW\�3UHVV�
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If we look at the full import of Sareetha, and Puttaswamy, as its jurisprudential 
successor, it must be accepted that while group rights and individual rights further 
HDFK�RWKHU��ZKHUH�WKH\�DUH�LQ�FRQȵLFW�� LW� LV�WKH�LQGLYLGXDO�ULJKWV�ZKLFK�PXVW�SUHYDLO��
What implications must this have for community data rights?

Much of the debate around community and non-personal data has to do with 
the privacy implications for anonymised data. So far, anonymised and pseudonymised 
data has existed in a regulatory vacuum between personal data protection laws and 
open data mandates. In a 2008 paper,17 Narayanan and Shmatikov demonstrated issues 
that have emerged with anonymisation of data with the advancement in math and algo-
rithm techniques. They argue that increasingly, the datasets we deal with are high-di-
mensional in nature, which allows greater scope for algorithms to correlate them with 
RWKHU�GDWDEDVHV��PDNLQJ�DQRQ\PLVDWLRQ�LQHHFWLYH��(YHQ�VR��ȊVHHPLQJO\ȋ�DQRQ\PLVHG�
datasets fall squarely outside the scope 
of personal data protection laws, putting 
individual rights at risk. Paul Ohm echoes 
these fears in his 2010 paper, dramatically 
titled, “Broken promises of privacy”.18 In 
Europe, the General Data Protection Reg-
ulation (GDPR) has wrestled with the legal 
question about anonymised data.19 The 
GDPR, under Recital 26, adopts a risk-
based approach to determine whether 
data is personal or not – an approach that 
has been endorsed by the British Informa-
WLRQ�&RPPLVVLRQHUȇV�2ɝFH��Ζ&2���:KHQ�
ULVN�DVVHVVPHQW�VXJJHVWV�WKDW�LGHQWLȴFD-

17� 6HH�1DUD\DQDQ��$UYLQG�DQG�9LWDO\b�6KPDWLNRY�b������
Ȋ5REXVW�'H�DQRQ\PLVDWLRQ�RI�/DUJHb6SDUVH�'DWD-
VHWV�ȋ��KWWSV���ZZZ�FV�XWH[DV�HGX�aVKPDW�VKPDWB 
RDN��QHWȵL[�SGI��

18� 2KP�FULWLFLVHV�WKH�UREXVW�DQRQ\PLVDWLRQ�DVVXPSWLRQ�
Ȃ�WKH�LGHD�WKDW�DQRQ\PLVDWLRQ�WHFKQLTXHV�FRXOG�DGH-
TXDWHO\�FKDQJH�GDWD�VR�DV�WR�FRQYHUW�SHUVRQDO�LQIRU-
PDWLRQ�LQWR�DQRQ\PLVHG�RU�DJJUHJDWHG�LQIRUPDWLRQ��
7KH�WKUXVW�RI�WKH�UREXVW�DQRQ\PLVDWLRQ�DVVXPSWLRQ�
ZDV�WKDW�WKHVH�WHFKQLTXHV�FRXOG�SURWHFW�WKH�SULYDF\�
RI�WKH�GDWD�VXEMHFWV��7KH�EDODQFH�EHWZHHQ�SHUVRQDO�
GDWD�DQG�RSHQ�GDWD�SROLFLHV�KDV�EHHQ�XSVHW�E\�
WHFKQLTXHV�ZKLFK�WKUHDWHQ�WR�QHXWUDOLVH�WKH�HHFWV�
RI�DQRQ\PLVDWLRQ��6HH�2KP��3DXO��������Ȋ%URNHQ�
3URPLHV�RI�3ULYDF\��5HVSRQGLQJ�WR�WKH�VXUSULVLQJ�IDLO-
XUH�RI�DQRQ\PL]DWLRQ�ȋ�8&/$�/DZ�5HYLHZ�����������

��� )LQFN��0LFKHOH�DQG�)UDQN�3DOODV��������Ȋ7KH\�
ZKR�PXVW�QRW�EH�LGHQWLȴHG�GLVWLQJXLVKLQJ�
SHUVRQDO�IURP�QRQ�SHUVRQDO�GDWD�XQGHU�WKH�
*'35�ȋ�ΖQWHUQDWLRQDO�'DWD�3ULYDF\�/DZ�����

4Implications of  
Sareetha and  
Puttaswamy

4.1 Prioritising 
Individual 
Rights  
over Other 
Interests
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tion is “reasonably likely” to occur, anonymised data must receive GDPR protection in 
LWV�HQWLUHW\��7KH�GHȴQLWLRQV�RI�SHUVRQDO�GDWD�DGRSWHG�E\�WKH�$UWLFOH����:RUNLQJ�3DUW\�
RI�WKH�(XURSHDQ�8QLRQ��QRZ�WKH�(XURSHDQ�'DWD�3URWHFWLRQ�%RDUG��GLHUV�IURP�WKDW�
adopted by the national authorities of various EU countries,20 and it adopts a higher 
threshold, arguing that anonymised personal data can only qualify as non-personal 
GDWD�ZKHQ�ȊLUUHYHUVLEOH�LGHQWLȴFDWLRQȋ�LV�SUHVHQW�21

The approach taken by the NPD Report in India opts for a midway between the 
FRQWUDVWLQJ�(XURSHDQ�GHȴQLWLRQV��7KH�UHSRUW�UHFRJQLVHV�WKH�GLɝFXOWLHV�LQ�LUUHYHUVLEO\�
anonymising datasets, and instead of setting an impossible threshold for anonymisation, 
seeks to get around this problem by extending personal data and privacy rights even 
to anonymised data of an individual. While this may have been a regulatory strategy 
WR�FLUFXPYHQW�WKH�LVVXH�RI�WKH�LPSRVVLELOLW\�RI�LUUHYHUVLEOH�GH�LGHQWLȴFDWLRQ��LW��SHUKDSV�
unwittingly, echoes Sareetha and Puttaswamy in clearly prioritising individual right of 
privacy in personal data over community rights or public interest in leveraging the 
economic or social value of datasets. 

UQOLNH�WKH�SULRU�FRQȵLFWV�EHWZHHQ�SULYDF\�DQG�JURXS�LQWHUHVWV��WKH�JURXS�LQWHU-
ests in community data revolve around the following factors:

D��'HȴQLQJ�D�FRPPXQLW\�DQG�LWV�FROOHFWLYH�ULJKW�WR�SULYDF\�
E��$�FRPPXQLW\�LQWHUHVW�LQ�LWVHOI�XVLQJ�FRPPXQLW\�GDWD�IRU�HFRQRPLF�EHQHȴWV��

LQFOXGLQJ�WKURXJK�SURFHVVLQJ�E\�RWKHU�DFWRUV�VXFK�DV�WKH�VWDWH��DQG
F��An individual’s right to privacy vis-a-vis the group.

'HȴQLQJ�D�&RPPXQLW\�DQG�LWV�&ROOHFWLYH�5LJKW�WR�3ULYDF\

A group right to privacy is often de scribed as arising from the failure of traditional 
personal data protection frameworks to protect the interests of the group.22 This is so 
because big data and algorithmic analy ses focus on the attributes of personal data, 
ZKLFK�LQYROYHV�EULQJLQJ�DWWHQWLRQ�WR�WKH�PHP�EHUVKLS�RI�LQGLYLGXDOV�WR�VSHFLȴF�JURXSV�23 
Even where individuals may have provided informed consent, their data may be used 
to derive inference and make decisions about a group as a whole. Second, the granular 
amount of data available about individuals makes groups vulnerable by making more 
information discoverable about them. Finally, in many cases, even the data controller 
PD\�EH�DEOH�WR�GLVFHUQ�WKH�FRUUHODWLRQV�ZLWKLQ�DQG�EHWZHHQ�JURXSV�LGHQWLȴHG�E\�DOJR-
rithms. As a result of these factors, despite 
the group’s individual members having a 
working right to privacy, any protection to 
the group as a consequence of that right is 
UHQGHUHG�LQHHFWLYH��

20� $UWLFOH����:RUNLQJ�3DUW\��2SLQLRQb��������
RQ�$QRQ\PLVDWLRQ�7HFKQLTXHV��:3�����
��������(1����Ȃ������Ȃ���

21� $UWLFOH����:RUNLQJ�3DUW\��2SLQLRQb��������
RQ�$QRQ\PLVDWLRQ�7HFKQLTXHV��:3�����
��������(1����Ȃ������Ȃ���

22� )ORULGL��/XFLDQR��������Ȋ*URXS�3ULYDF\��$�'HIHQFH�
DQG�DQ�ΖQWHUSUHWDWLRQ�ȋ�ΖQ�/LQQHW�7D\ORU��/XFLDQR�
)ORULGL�DQG�%DUW�9DQ�'HU�6ORRW��HGV���*URXSb3UL-
YDF\��1HZ�&KDOOHQJHV�RI�'DWD�7HFKQRORJLHV�bHei-
GHOEHUJ� 6SULQJHU�ΖQWHUQDWLRQDO�3XEOLVKLQJ�

23� )ORULGL��/XFLDQR��������Ȋ*URXSb�3ULYDF\�b$b'HIHQFH�
DQG�DQ�ΖQWHUSUHWDWLRQ�ȋ

4.2 Nature of In-
dividual and 
Collective 
Interests in 
Community 
Data
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A community interest in using data about itself arises from the skewed nature 
of the data ownership paradigm. Through broadly drafted terms and conditions, it is 
usually the data collectors who exercise all economic rights over data generated. The 
shared nature of data created by the data subject’s interaction with an interface cre-
ated by a data holder makes the answer to the question “who is rightfully entitled to 
control over personal data” complex. Singh questions that if “individuals are supposed 
to [control] their data, why should data about groups/communities not, similarly, be 
[controlled] by the corresponding group/community?”24 However, the key challenge 
here, as discussed above, is devising a process for identifying communities and groups, 
DQG�GHFLGLQJ�ZKR�GRHV�WKLV�LGHQWLȴFDWLRQ��

Taking a cue from the decisional autonomy lens put forward in Sareetha and 
Puttaswamy, the decisions must be taken by both the community as a whole, and the 
individuals that make up the group. Neither the state nor any entity external to the 
community should make any decisions on the membership or formation of a commu-
nity. Therefore, assuming, as the NPD report does, that all users of ride-sharing apps 
are a community, and accordingly casting data collected about them as “community 
non-personal data” is not a move that respects decisional autonomy. While individuals 
may have consented to some of their data being shared with a ride-sharing company, 
that cannot be taken as consent to being treated as part of a community of ride-shar-
LQJ�DSS�XVHUV��7KLV�LV�D�YHU\�GLHUHQW�VFHQDULR�IURP�WLJKWO\�NQLW�FRPPXQLWLHV�VXFK�DV�
farming communities or indigenous groups who might explicitly consent to being 
treated as a community. This consent could be gleaned from claims by the community 
DV�D�ZKROH�RYHU�VSHFLȴF�UHVRXUFHV��GHFODUDWLRQV�PDGH�E\�FRPPXQLWLHV�WR�EH�WUHDWHG�
DV�RQH�ZKHQ�LW�FRPHV�WR�H[HUFLVLQJ�ULJKWV�DQG�REOLJDWLRQV�RYHU�XQVSHFLȴHG�LVVXHV��RU�
pivots towards self-sustaining modes of governance and a call for non-interference 
from the state. In the absence of this consent, any decision attempting to box a group 
of people into a community violates the autonomy, and consequently the right to pri-
vacy of all the individuals that form a part of the group, and by extension that of the 
collective as a whole as well.

The framing we provide here does not apply to groups that do not self-identify 
as a community, but are treated as one due to algorithmic decision-making. For exam-
ple, algorithmic decision-making may create groups of individuals residing in similar 
areas, and having similar income even though the individuals making up the group 
and the group itself does not identify as one. In this case, they would have a group 
right to privacy but as they do not have a collective interest in the data itself, would 
not qualify as a “community” for the purpose of circumscribing “community data.”

$�&RPPXQLW\�ΖQWHUHVW�LQ�8VLQJ�'DWD�IRU�(FRQRPLF�%HQHȴWV

This brings us to our next point of guidance from Sareetha and Puttaswamy on 
community data. Within this existing constitutional scheme, how must one think of the 
idea of community and its correspond-
ing interests in data. While the groups in 
TXHVWLRQ�DUH�YHU\�GLHUHQW�IURP�WKH�UHOL-
gious institution of matrimony discussed in 

24� 6LQJK��3DUPLQGHU��������Ȋ&RPPXQLW\�GDWD�LQ�WKH�
GUDIW�H�FRPPHUFH�SROLF\�ȋ�0HGLDQDPD��KWWSV���ZZZ�
PHGLDQDPD�FRP�������������FRPPXQLW\�GDWD�LQ� 
WKH�GUDIW�H�FRPPHUFH�SROLF\���
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Sareetha, the constitutional principles of decisional autonomy as well as equality were 
clearly established in the context of any group privacy by the judgment. 

LHW�XV�ȴUVW�FRQVLGHU�WKH�QDWXUH�RI�LQWHUHVW�FRQWHPSODWHG�LQ�WKH�13'�5HSRUW��7KH�
report fashions data as a resource in which the community (and other stakeholders, 
such as the state) have a legitimate interest. This ownership model of data requires 
some examination. Unlike other kinds of property, data is non-rivalrous, and the idea of 
“privacy based on ‘ownership’ of an ‘informational space’ are metaphorical twice over.”25 
This idea of data ownership lacks conceptual congruity, both legally and economically.26

Floridi advocates an “identity”-driven idea of group privacy, and “each individual 
person or group as constituted by his, her or its information, and hence by understand-
ing a breach of an individual’s informational privacy as a form of aggression towards 
that individual’s identity.”27�7KLV�YLHZ�ȴQGV�D�V\PPHWULFDO�HFKR�LQ�WKH�UDWLR�LQ�Sareetha 
ZKLFK�VWDWHV�ȊDQ\�SODXVLEOH�GHȴQLWLRQ�RI�ULJKW�WR�SULYDF\�LV�ERXQG�WR�WDNH�>Ȑ@�KXPDQ�
ERG\�DV�LWV�ȴUVW�DQG�PRVW�EDVLF�UHIHUHQFH�IRU�FRQWURO�RYHU�SHUVRQDO�LGHQWLW\�ȋ

A natural extension of this argument would entail that if privacy (individual and 
group) is to be seen as protection from aggressions towards the identity of the right 
holder, then we must answer our question about what constitutes the relevant group 
and what its protected “resources” are drawing from this understanding. Depending 
upon context, the relevant unit, and its informational space would both depend upon 
the identity sought to be protected. If individuals making up the community feel that 
the best way to protect their individual identity, and enforce associated rights would 
be through the community, then that would be the most appropriate mechanism.

While several communities may choose to process, interpret and manage all 
data they create, this may be a challenging task given that unlocking the real value of 
data requires sophisticated processing power, which communities might not possess.28 
Accordingly, the community may delegate its interest in certain datasets to the state 
WR�SURFHVV�LW�DQG�H[WUDFW�YDOXH�IRU�WKH�FRPPXQLW\ȇV�EHQHȴW��ZLWK�H[SOLFLW�FRQVHQW��7KLV�
DSSURDFK�LV�IUDXJKW�ZLWK�GDQJHU��DQG�PDJQLȴHV�WKH�GLɝFXOWLHV�PHQWLRQHG�DERYH�PXO-
tifold by taking away agency from individuals and groups, and instead handing it to 
WKH�VWDWH��$V�D�UHVXOW��VWULFW�VDIHJXDUGV�LQFOXGLQJ�D�FOHDU�GHȴQLWLRQ�RI�WKH�FRPPXQLW\��
an agreement delineating the relationship between the state (or other bodies) and 
the community and an option to opt-out of this relationship should be provided to 
each community.

An Individual’s Rights and Interest in 
Data vis-a-vis the Group

Even if the community and its associ-
DWHG�ULJKWV�DQG�REOLJDWLRQV�DUH�GHȴQHG�FOHDUO\��
there are clear learnings for protecting indi-
viduals or sub-groups from Sareetha, which 
were discussed at some length by Justice 
Chandrachud in Puttaswamy, where he consid-

��� )ORULGL��/XFLDQR��������Ȋ*URXSb�3ULYDF\�b$b'HIHQFH�
DQG�DQ�ΖQWHUSUHWDWLRQ�ȋ�

26� 5DGLQ��0��-��������ȊΖQFRPSOHWH��&RPPRGLȴFDWLRQ�
LQ�WKH�&RPSXWHULVHG�:RUOG�ȋ��ΖQ�(ONLQ�.RUHQ� 
1LYD�DQG�1HLO�:HLQVWRFN�1HWDQHO��HGV��b 
7KHb&RPPRGLȴFDWLRQ�RI�ΖQIRUPDWLRQ�b 
7KHb+DJXH�b�.OXZHU�/DZ�ΖQWHUQDWLRQDO��

27� 5DGLQ��0��-��������ȊΖQFRPSOHWH��&RPPRGLȴFDWLRQ�
LQ�WKH�&RPSXWHULVHG�:RUOG�ȋ�����

28� 6PLWK��'LDQH�������bȊ�*RYHUQLQJbGDWDbDQGbGDWD�
IRU�JRYHUQDQFH�bWKHb�HYHU\GD\b�SUDFWLFHbRIbLQGLJ-
HQRXV�VRYHUHLJQW\�ȋbΖQb7DOXb�.DNXWDL�b�IQGLJHQRXV�
'DWD�6RYHUHLJQW\�b7RZDUGbDQbDJHQGD�b�&DQEHUUD��
$18�3UHVV�
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ers the feminist critique of privacy.29 The presumption challenged by Sareetha was that 
the individual privacy interests (decisional autonomy) are not necessarily synonymous 
with the group privacy interests (non-interference of state in religious matters), and in 
fact the group interests protected those in the most advantaged position within the 
group at the expense of others. Thus, protection provided to the group, in the case of 
personal laws, sought to provide protection to certain members of the group at the 
H[SHQVH�RI�RWKHUV��7KLV�IRUPXODWLRQ�RI�D�JURXS�LQWHUHVW�ZDV�MXVWLȴDEO\�GHSULRULWLVHG�
before an individual interest. 

By extending the protection of personal data rights to anonymised data within 
any legal scheme that seeks to monetise data in the hands of a group or an entity 
RWKHU�WKDQ�WKH�GDWD�SULQFLSDO��ZH�VHH�WKH�ȴUVW�VWHSV�WR�DYRLG�VLPLODU�RXWFRPHV�ZKHUH�
community rights over data only advantages those who are most powerful within the 
community. A consistent application of this principle – that where the two are in con-
ȵLFW��WKH�LQGLYLGXDO�ULJKW�WR�SULYDF\�ZLOO�SUHYDLO�RYHU�WKH�JURXS�ULJKW�WR�SULYDF\�RU�WKH�
group interest in data – can go a long way in thwarting the dangerous implications of 
community data, along with clear positive obligations to protect individual privacy. 
Therefore, the mere fact of them being a consensual (or otherwise) member of a group, 
does not result in them giving up the inviolable right to privacy. 

��� Ȋ0DQ\�ZULWHUV�RQ�IHPLQLVP�H[SUHVV�FRQFHUQ�RYHU�
WKH�XVH�RI�SULYDF\�DV�D�YHQHHU�IRU�SDWULDUFKDO�GRP-
LQDWLRQ�DQG�DEXVH�RI�ZRPHQ��3DWULDUFKDO�QRWLRQV�
VWLOO�SUHYDLO�LQ�VHYHUDO�VRFLHWLHV�LQFOXGLQJ�RXU�RZQ�
DQG�DUH�XVHG�DV�D�VKLHOG�WR�YLRODWH�FRUH�FRQVWL-
WXWLRQDO�ULJKWV�RI�ZRPHQ�EDVHG�RQ�JHQGHU�DQG�
DXWRQRP\��$V�D�UHVXOW��JHQGHU�YLROHQFH�LV�RIWHQ�
WUHDWHG�DV�D�PDWWHU�RI�ȆIDPLO\�KRQRXUȇ�UHVXOWLQJ�LQ�
WKH�YLFWLP�RI�YLROHQFH�VXHULQJ�WZLFH�RYHU�Ȃ�WKH�
SK\VLFDO�DQG�PHQWDO�WUDXPD�RI�KHU�GLJQLW\�EHLQJ�
YLRODWHG�DQG�WKH�SHUFHSWLRQ�WKDW�LW�KDV�FDXVHG�DQ�
DURQW�WR�ȆKRQRXUȇ��3ULYDF\�PXVW�QRW�EH�XWLOLVHG�DV�
D�FRYHU�WR�FRQFHDO�DQG�DVVHUW�SDWULDUFKDO�PLQGVHWV��
&DWKHULQH�0DF.LQQRQ�LQ�D������SXEOLFDWLRQ�WLWOHG�
Ȇ7RZDUGV�D�)HPLQLVW�7KHRU\�RI�WKH�6WDWHȇ�DGYHUWV�WR�
WKH�GDQJHUV�RI�SULYDF\�ZKHQ�LW�LV�XVHG�WR�FRYHU�XS�
SK\VLFDO�KDUP�GRQH�WR�ZRPHQ�E\�SHUSHWUDWLQJ�WKHLU�
VXEMHFWLRQ��<HW��LW�PXVW�DOVR�EH�QRWLFHG�WKDW�ZRPHQ�
KDYH�DQ�LQYLRODEOH�LQWHUHVW�LQ�SULYDF\��3ULYDF\�LV�WKH�
XOWLPDWH�JXDUDQWHH�DJDLQVW�YLRODWLRQV�FDXVHG�E\�
SURJUDPPHV�QRW�XQNQRZQ�WR�KLVWRU\��VXFK�DV�VWDWH�
LPSRVHG�VWHULOL]DWLRQ�SURJUDPPHV�RU�PDQGDWRU\�
VWDWH�LPSRVHG�GUXJ�WHVWLQJ�IRU�ZRPHQ��7KH�FKDO-
OHQJH�LQ�WKLV�DUHD�LV�WR�HQDEOH�WKH�VWDWH�WR�WDNH�WKH�
YLRODWLRQ�RI�WKH�GLJQLW\�RI�ZRPHQ�LQ�WKH�GRPHVWLF�
VSKHUH�VHULRXVO\�ZKLOH�DW�WKH�VDPH�WLPH�SURWHFWLQJ�
WKH�SULYDF\�HQWLWOHPHQWV�RI�ZRPHQ�JURXQGHG�LQ�
WKH�LGHQWLW\�RI�JHQGHU�DQG�OLEHUW\�ȋ��SDUD������LQ�
&KDQGUDFKXG�-�ȇV�SOXUDOLW\�RSLQLRQ�LQ�3XWWDVZDP\��
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The concept of “community data,” and its legal evolution has several connections 
to, and possible recommendations for the data governance ecosystem in Europe. First, 
the European Strategy for Data, a draft of which was published in March 2020, seeks to 
turn Europe into “a society empowered by data to make better decisions – in business 
and the public sector”30 and recognises “data as the lifeblood of economic develop-
ment.”31�ΖW�DOVR�WDONV�XS�WKH�VLJQLȴFDQFH�RI�WHFKQRORJLFDO�VRYHUHLJQW\�LQ�ȊNH\�HQDEOLQJ�
technologies and infrastructures for the data economy.” Further, as per reports dated 
30 September 2020, a future version of the Europe Digital Services Act will mandate 
large technology companies to share data with their rivals.32 Just as India is grappling 
now with rights over data, the fundamental question the data strategy needs to ask 
is: whose sovereignty and for whom? The European Strategy for Data goes on to sug-
gest that data pools may be centralised or distributed, but it does not clarify how the 
EHQHȴWV�RI�WKLV�GDWD�FDQ�EH�GLVWULEXWHG�DFURVV�FRPPXQLWLHV�DQG�LQGLYLGXDOV��7KLV� LV�
ZKHUH�D�UHFRJQLWLRQ�RI�FRPPXQLW\�GDWD��ZKLFK�DGGUHVVHV�WKH�JDS�ZH�LGHQWLȴHG�LQ�WKH�
Indian framework and accordingly prioritises decisional autonomy, will result in the 
most equitable distribution of rights and resources across communities in Europe.

Like Chapter 4 of India’s 2019 Economic Survey, the European Strategy for Data 
also invokes the concept of “data as a public good.” It argues that there is not enough 
data available for reuse that can foster innovation, particularly those involving the use 
RI�DUWLȴFLDO�LQWHOOLJHQFH��ΖW�XQGHUVFRUHV�WKLV�SRLQW�E\�VWDWLQJ�WKDW�SULYDWH�VHFWRU�RUJDQL-
sations do not share enough data with each 
other or make available these datasets for 
use by the public sector in order to improve 
evidence-driven policy-making and public 
services. Therefore, the strategy recommends 
the creation of “common European data 
spaces” in strategic sectors, and domains of 
public interest. However, like India’s Economic 
Survey (2019), the strategy ignores commu-
nity, and by extension individual rights and 
interests in public datasets. While it eloquently 

5Takeaways 
for Europe

30� (XURSHDQ�&RPPLVVLRQ��������Ȋ$�(XURSHDQ�6WUDW-
HJ\�IRU�'DWD�ȋ�KWWSV���HF�HXURSD�HX�LQIR�VLWHV� 
LQIR�ȴOHV�FRPPXQLFDWLRQ�HXURSHDQ�VWUDWHJ\� 
GDWD���IHE����BHQ�SGI�����

31� (XURSHDQ�&RPPLVVLRQ�������bȊ$b�(XURSHDQ�
6WUDWHJ\�IRU�'DWD�ȋ

32� Ȋ�7KH�OLNHV�RI�$PD]RQ�DQG�*RRJOHbȆVKDOObQRWbXVH�
GDWD�FROOHFWHG�RQ�WKH�SODWIRUP�ȐbIRU>WKHLU@bRZQ�
FRPPHUFLDO�DFWLYLWLHV�Ȑ�XQOHVV�WKH\b>PDNHbLW@�
DFFHVVLEOH�WR�EXVLQHVV�XVHUV�DFWLYHbLQbWKHbVDPH�
FRPPHUFLDO�DFWLYLWLHV�ȇ�VDLG�WKH�GUDIW��ȋb�(VSLQR]D��
-DYLHU��������Ȋ%UXVVHOV�GUDIWV�UXOHV�WRbIRUFHb%LJ�
7HFK�WR�VKDUH�GDWD�ȋ�)LQDQFLDO�7LPHVb�KWWSV��� 
ZZZ�IW�FRP�FRQWHQW�����HGG���I�G��������E�� 
�����D��GE��
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bats for sharing of privately held data among companies and with the government, this 
framing does not account for the fact that companies are not the primary creators of 
this data.33 With this in mind, the European Strategy for Data should work with commu-
nities, which might include farming collectives, religious, ethnic and sexual minorities, 
indigenous populations and migrants to identify individual and collective interests in 
data they create. This must be done while considering the rights individuals have vis-
a-vis the group stemming from the construct of decisional autonomy, including rights 
of redress, opting out, and enforcement of individual rights. Bearing this in mind, we 
recommend a three-pronged principled approach to protecting both individual and 
group interests in data as Europe looks to unlock the economic potential of data:

1 Rights and interest in datasets must be accorded to communities who 
self-identify as one, and establish such rights and interests.

2 Individuals who are treated as being part of the community must consent to be-
ing part of the community, and to their data being treated as “community data.”

3 The community as a whole consent to third parties – either state or  
non-state actors – processing community data on their behalf.

As discussed above, despite the seemingly straightforward distinction between 
personal and non-personal data in Recital 26 of the GDPR, several question marks 
UHPDLQ�RYHU�WKH�SUDFWLFDO�UDPLȴFDWLRQV�RI�WKLV�GLVWLQFWLRQ�DQG�WKH�FKDOOHQJHV�RI�DQRQ\-
PLVDWLRQ�DQG�SVHXGRQ\PLVDWLRQ�LQ�WHUPV�RI�LGHQWLȴDELOLW\�DQG�FRQVHTXHQWO\��YLRODWLRQ�
of privacy. The approach of the NPD report, which inadvertently uses the framing of 
decisional autonomy, could help preserve individual rights over data even if the prac-
tical implications of the Recital 26 distinction are not resolved.

Like with India, Europe’s decision-making and approach to data governance is 
a product of negotiations between companies, the regulator, and the consumer, and 
much like with the GDPR itself, the strategic interests of each stakeholder group will 
drive future negotiations and approaches. However, it is clear that Europe wants to 
chart a citizen-centric approach in its approach to digital governance. Not all the policy 
measures coming out of Europe are perfect, as we have discussed in this paper as well, 
but Europe has demonstrated that it is willing to listen to stakeholders both within and 
RXWVLGH�(XURSH�EHIRUH�ȴQDOLVLQJ�DQ\�DSSURDFK��7KH�XQLTXHQHVV�RI�D�(XURSHDQ�ZD\�WR�
digital governance was captured most poignantly by European Council President Charles 
Michel in a speech delivered on 29 Sep-
tember 2020, where he stated34:

“Between the American model 
of ‘business above all’, and 
the Chinese state-controlling 
authoritarian model, there is 
plenty of room for an attractive 
and human-centred model.”

33� Ȋ'DWD�JHQHUDWHG�E\�WKH�SXEOLF�VHFWRU�DV�ZHOO�DV�WKH�
YDOXH�FUHDWHG�VKRXOG�EH�DYDLODEOH�IRU�WKH�FRPPRQ�
JRRG�E\�HQVXULQJ��LQFOXGLQJ�WKURXJK�SUHIHUHQWLDO�
DFFHVV��WKDW�WKHVH�GDWD�DUH�XVHG�E\�UHVHDUFKHUV��
RWKHU�SXEOLF�LQVWLWXWLRQV��60(V�RU�VWDUW�XSV��'DWD�
IURP�WKH�SULYDWH�VHFWRU�FDQ�DOVR�PDNH�D�VLJQLȴFDQW�
FRQWULEXWLRQ�DV�SXEOLF�JRRGV��7KH�XVH�RIbDJJUHJDW�
HG�DQG�DQRQ\PLVHG�VRFLDO�PHGLD�GDWD�FDQ�IRUbH[-
DPSOHbEH�DQ�HHFWLYH�ZD\�RI�FRPSOLPHQWLQJ�WKH�
UHSRUWV�RI�JHQHUDO�SUDFWLWLRQHUV�LQ�FDVH�RI�DQ�HSL-
GHPLF�ȋ�6HH�(FRQRPLF�6XUYH\�RI�ΖQGLD���������Ȃ��

34� (XURSHDQ�&RXQFLO��������Ȋ7KH�GLJLWDO�LQ�D�IUDFWLRXV�
ZRUOG��(XURSHȇV�ZD\�VSHHFK�E\�3UHVLGHQW�&KDUOHV�
0LFKHO�DW�WKH�)7�(712�)RUXP�ȋ�3UHVV�5HOHDVH��
��b6HSWHPEHU���KWWSV���ZZZ�FRQVLOLXP�HXURSD�HX�HQ� 
SUHVV�SUHVV�UHOHDVHV������������WKH�GLJLWDO�LQ�D� 
IUDFWLRXV�ZRUOG�HXURSH�V�ZD\�VSHHFK�E\�SUHVLGHQW� 
FKDUOHV�PLFKHO�DW�WKH�IW�HWQR�IRUXP����
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Establishing a balance between economic value and collective or individual 
rights and interests is a challenge that countries both in Europe and Asia continue to 
wrestle with. As stakeholders and countries join the data sovereignty bandwagon, and 
aspire to utilise data for citizens’ interest, a sound theoretical conception of collective 
interests in data that adequately respects both community and individual interests is 
the need of the hour. Community data could be this theoretical framework, although 
at present it is plagued by several lacunae, most notably a lack of guidance on identi-
fying communities that have rights or interests in data, and the individuals that form it. 

By studying unique Indian case law on privacy that deals with the question of 
LQGLYLGXDO�DQG�JURXS�ULJKWV��ZH�ȴQG�WKDW�GHFLVLRQDO�DXWRQRP\�LV�WKH�IXOFUXP�RI�SULYDF\�
MXULVSUXGHQFH��DQG�WKXV�VKRXOG�EH�WKH�HGLȴFH�IRU�DQ\�SROLF\�IUDPHZRUN��:H�ȴQG�WKDW�LQ�
D�FDVH�RI�FRQȵLFW�EHWZHHQ�LQGLYLGXDO�DQG�JURXS�ULJKWV��ΖQGLDQ�MXULVSUXGHQFH�ȴQGV�WKDW�
individual rights must prevail. The NPD report that provides the most concrete fram-
ing of community data to date unwittingly adopts this approach, and extends privacy 
and personal data protection rights to anonymised datasets that might be treated as 
community data. This adopts a middle ground between two regulatory approaches 
currently being discussed in Europe on anonymisation – between Article 29’s thresh-
ROG�RI�LUUHYHUVLEOH�LGHQWLȴFDWLRQ��DQG�5HFLWDO����*'35ȇV�ULVN�EDVHG�DSSURDFK��ZKLFK�ZH�
discussed in Section III of this paper.

The concept of community data has rich value for Europe, which is beginning 
WR�VKDSH�LWV�RZQ�VWUDWHJ\�IRU�OHYHUDJLQJ�HFRQRPLF�EHQHȴWV�IURP�GDWD��3URYLGLQJ�FRP-
munities with adequate rights and interests while also prioritising individual rights is 
very much in line with human rights principles espoused by Europe, and endorsed in 
WKH�*'35��7KH�SULQFLSOHV�ZH�LGHQWLȴHG�IRU�JRYHUQLQJ�FRPPXQLW\�GDWD�DUH��DW�WKLV�VWDJH��
still abstract. Future research must focus on case studies through which this theoretical 
LQQRYDWLRQ�FDQ�EH�SLORWHG��7KHVH�FDVH�VWXGLHV�ZRXOG�OLNHO\�UHYHDO�IXUWKHU�FDVHV�RI�FRQȵLFW�
with these principles, which an overarching governance framework must address. If 
FRQFHSWXDOLVHG�HHFWLYHO\��FRPPXQLW\�GDWD�FRXOG�EH�WKH�SROLF\�LQQRYDWLRQ�WKDW�FKDUWV�
out the path for the next digital decade.

6Conclusion
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